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used generally throughout the text.

GLOSSARY

Thié glossary summarizes symbols and abbreviations
Symbols which are

defined and used only within a brief development are omitted,
as are symbols whose use is in agreement with unlversal
englneerlng practice,

A

Afl,df

Amplitude of a transmitted {uplink) signal
Chip rate of a PN sequence
Signal amplitude on a virtual channel

Baseband data signal"

- TWT input voltage

' Saturating drive level of TWT

Envelope of signal at repeater input

TWT amplitude nonlinearity |

Normalizea TWT amplitude nonlinearity

PSK subcarrier freguency (FDM/FM,signal)
Zero-to-peak RF déviations_(FDM/FM signal)
Phase-locked loop gain’

AM-to-PM conversion charactéristic

Normalized AM-to-PM conversion characteristic

Gain of linear repeater -

One-sided uplink noise power spectral density
Bit error probability

Complemehtary'errof fuﬁcﬁion

Data rate |

TWT output voltage at saturation

vii



u(t)
v(t)
%4 (t)
xz(t)
yp (t)
Yo ()

O

BB,
¢(t)
Y(t)

Duration of a bit (Sections 2 and 3)

Duration of a simulation run (Section 4.3}
Sampling interval (Appendix C)

Analog baseband message (FDM/FM signal)

FDM baséband (analgg and PSK)

Uplink transmitted signal

Downlink transmitted signal

Uplink received signal

Downlink received sigﬁal

One-sided downlink noise power spectral density

Correlator phase offset at PSK receiver

TWT backoff; i.e., fraction of saturating input
level at which tube is driven

RF deviatioh ratios (FDM/FM signal)

Phase of signal at repeater input.
Phase of transmitted (uplink) signal
Signal-to~noise ratio

Cross~correlation between two blnary 51gnals
(Section 5.,4)
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1.0 INTRODUCTION -

The diverse capabilities and missions planned for
the Space Shuttle require flexible and reliable communications
between the Orbiter and ground. In the Spaceflight Tracking
and Data Network (STDN) of the future, one of the alternative
configurations for Shuttle communications will be to relay
the signals through the Tracking and Data Relay Satellite
(TDRS). This study addresses the problem of Shuttle communi-
cations through TDRS and is concerned chiefly with the return
link (Orbiter to TDRS to ground). The major objectives of
this study are to develop models and technigues which can
be used to determine the effects on system performance of
the nonlinear amplification by the repeater.

Over the past several years, considerable study has
been devoted to the problem of communication through a non-
linear satellite repeater. Most of this work has addressed
the situation in which several users, either frequency- or
code-multiplexed, simultaneously access the satellite via
high-power uplinks. In the Shuttle return link, however,
the transmitter is onboard the Shuttle, rather than at a
ground station; therefore, the uplink is power limited and
additive noise must be considered on the uplink as well as
the downlink. The Shuttle utilizes single-access TDRS chan=~
nels. Thus amplitude variations at.the repeater 1nput are
due entirely to the effects of additive n01se and not to
interference by other users.

Exact analysis of communication systems having non-
linear components is usually possible only if some special
form of the nonlinearity is assumed. It was desired in this
study to develop models and techniques which could be used
for general repeater characteristics and not be limited to
given functional forms. This suggested the use of a flexible,
modular digital computer simulation of the communication
system. Once written, this simulation could be applied to
determine answers to specific problems of interest in the
Shuttle communication system.

1.1 Simulation Philosophy

Developing the mathematical model of a system and
writing the corresponding computer simulation program is only
one step in the simulation approach to solving the problem.
It is equally important to develop a simulation philosophy
which recognizes the limitations as well as the capabilities
of the simulation program, For example, it is relatively
straightforward to write a computer simulation program for
a digital communication system and to apply this program in
Monte Carlo fashion to determine the error probability of
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the system. However, if error probabilities on the order

of 104 are of interest, then the simulation program must
process on the order of 106 bits, to obtain measurements

of reasonable confidence. If the program is sufficiently
complicated, this leads to enormous run times and this direct
approach is not a cost—effective method to solve the problem.
In this study, reasonable efforts have been made to make the
simulation programs as efficient as possible without sacri-
ficing the convenience of modularity. However, the communi-
cation system being modelled is, itself, so complex that

the run times prohibit direct Monte Carlo measurements of

low error probabilities. The usefulness of these simulations,
therefore, generally lies elsewhere than in direct measure-
ment of the quantities of interest,

_ In many cases, some measurements taken by Monte .
Carlo simulations will be useful., For example, in determining
the degradation due to the use of a nonlinear repeater, the
user might reason that the effects of the nonlinearity are
felt most seriously at low input signal-to-noise ratios.
Therefore, measurements of degradation under this condition,
say, at error probabilities of 10-2, would furnish lower
bounds to degradation at error probabilities of actual interest.

Another useful feature of the simulation programs .
developed in this study is the capability to plot the wave-
form at various points in the receiver. By making use of
this option, the user can obtain a visual display of the
effects on the waveform of narrowing filter bandwidths,
changing nonlinear characteristics, varying modulation para-

' meters, and so forth. This information can yield considerable
insight into the effects of various components on overall
system performance. ‘

1.2 ‘Description of Study Tasks

The contract Statement of Work delineates six speci-
fic areas of investigation under this study. Task 1 is con-
cerned with the performance of an FDM/FM communication link
in which an analog television signal is frequency multiplexed
with a PSK signal. The composite signal frequency modulates
an RF carrier and is transmitted through the nonlinear repeater
to ground. The problem is to determine the effects of the
repeater on appropriate performance parameters, namely, signal-
to-noise ratio for the analeg portion of the signal and
error probability for the PSK portion of the signal.

Task 2 is concerned with a pure digital data signal
which directly phase shift keys the RF carrier. Two formats
are of interest: a 100 Mb/s NRZ-L format and a 30 Mb/s split-
phase (also called biphase-L) format.
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The system of interest in Task 3 is essentially
the same as that in Task 1 except that the digital portion
of the signal is removed. That is, an analog video signal
~ frequency modulates the RF carrier for transmission over
the repeater channel.

Unlike the other tasks, Task 4 is concerned with
the forward link. The signal on the forward link is a pure
digital signal consisting of command data, synchronization
data and digitized voice. 1In order to satisfy international
regqulations on the received power density at the earth's
surface, the spectrum of the signal is spread by mixing with
a pseudorandom sequence of appropriate chip rate. Task 4 is
concerned with the determination of the degradation when such
a spread spectrum signal is passed through the filters and
nonlinearity in the TDRS repeater,

Task 5 addresses the problem of blackout due to
the formation of plasma on the outside surface of a vehicle
as it reenters the earth's atmosphere. The degree of attenu-
ation due to the plasma is a function of the signal frequency
as well as several other factors; the task is specifically
concerned with reduction of the blackout effect by the use
of a Ku-band carrier*,

The final task, Task 6, is concerned with the over-
all degradation in link performance due to the presence of
a nonlinear repeater in the link, In this task, the perfor-
mance results compiled in Tasks 1, 2 and 3 are compared with
the expected performance when an equivalent linear repeater
is used. ‘ '

1.3 . Principal Results and Recommendations for Further
Investigation

The chief products of this study are the mathematical
‘models developed for the transmission of Shuttle signals
through a nonlinear repeater, and the computer simulation
programs derived from these models. These can be valuable
tools in the analysis and overall system design of the Shuttle =
return link. The programs themselves are extremely flexible.
The characteristics of the repeater nonlinearity, filter
transfer functions, and modulation parameters of the signals
are all variable either on input or by relatively simple
modifications to the programs. This flexibility is especially
significant in view of the fact that many of the parameters

of the actual link, such as TDRS characteristics, are not

yet clearly defined. 1In fact, one of the most important

*During the course of the study, the Technical Monitor
directed that this task be de-emphasized in order to

devote more time to the other five tasks. 1-3



uses of these programs could be in helpiﬁg to determine
appropriate specifications for TDRS.

With regard to the principal tasks of interest in
this study, performance of the system has been evaluated
using the simulation programs and the results verified where
possible by analytical means. In general, the conclusion
is that use of the nonlinear repeater leads to approximately
"1 dB degradation with respect to an eguivalent linear repeater.
These results are conditioned on the use of specific repeater
characteristics, filters and modulation parameters. However,
these characteristics are typical of those which are expected
to be used in the actual link. As the link characteristics
become available, they can easily be built into the programs.

In their present form, the models depend heavily
on the assumption of a single carrier centered in the receive
band of the repeater. Since the possibility exists of a
tracking beacon being sent on a separate carrier, it would
be useful to generalize the model to accept two carriers.
Another useful extension of this work would be to implement
synchronization subsystems in the receivers (synchronization
is now effectively hardwired). Implementation of carrier,
subcarrier and bit synchronizers would permit study of the
effects of the nonlinearity on the ability tc synchronize,
to track doppler variations, and so forth.

: Other areas in which further 1nvest1gatlon would be
profitable are the effects of the nonlinearity on performance
of coded communication systems, study of structure and per-
formance of optimum receivers for nonlinearly relayed signals,
and refinement and simplification of the analytical results
develeoped in this study. .

Finally, an important area of future work is to
carefully monitor the progress of the TDRS program and make
appropriate changes and modifications to the simulation
programs developed in this study in order that these programs
may continue to be useful in analyzing performance of the
Shuttle-TDRS~ground link.

1.4 Organization of the Report

In Section 2, a mathematical model of the return
link is developed., This section specifies the details of the
repeater characteristics, the signal formats of interest and
the appropriate receivers. The models developed in this
section form the basis for the computer simulation programs
discussed subseguently.
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In Section 3, a number of analytical results on
performance of both the digital and the FDM/FM signals are
developed. These results are included chiefly because of
the insight they give into the underlying mathematical
Structure of the system. :

The simulation programs themselves are discussed
in Section 4. This section shows how the models developed
in Section 2 are organized into software modules in the
simulation programs. It also discusses various considera-
tions of Programming such as the selection of sampling rates,
the implementation of filters, and so forth,

The results of the efforts on the six tasks discussed
earlier are contained in Section 5. Tasks 1, 2, 3 and 6 rely
heavily on the use of the simulation programs, It should
be stressed that the results reported on these tasks are for
specific filters, specific repeater characteristics and
specific modulation parameters. They should be considered
more as examples of the use of the simulation programs than
as results of general significance.

The report concludes with several appendices. The
first three contain mathematical details supporting develop-
ments in the main body of the text. The remaining appendices
contain program listings, detailed run time information,
instructions on use of the programs, and other documentation
of the software, '

1.5 Acknowledgements

The authors acknowledge with appreciation the tech-~-
nical guidance and many helpful suggestions of the Technical
Monitor, Dr, G. D. Arndt, and his associates at Johnson Space
Center. Several of our colleagues at HARRIS Electronic
Systems Division have made significant contributions to this
work. Among them, special mention is due to M. A. Harrell,
who accomplished most of the computer programming and opera-
tion during the course of the study.
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2.0 MATHEMATICAL MODEL OF THE RETURN LINK

This section develops the mathematical model which
subsequently leads to analytical and simulation results on
performance of the return link, which is diagrammed in Figure
2.0-1. First, signal flow through the system is discussed
in general, then the three system components are discussed
in detail separately.

UPLINK " DOWNLINK

NOISE NOISE
SIGNAL | ,L ,L
SOURCE ' NP FILTER TWT f\b’ RECEIVER
]
Orbiter -J~ Repeater Ground Station —

-

FIGURE 2.0-]1. GENERAL BLOCK DIAGRAM OF THE
RETURN LINK

2.1 RF Signals and Baseband Representation

For the situations of interest in this study, the
signal source emits a narrowband signal of constant ampli-
tude and modulated phase, situated in the center of the
repeater's receive band:

xl(f) = A cos Eult+¢(tﬂ
_Re[Aejw(t)ejwlt}

This signal is received in the presence of narrowband Guassian
noise, represented as

n1{t) = njo(t) cos wit - niglt)sin w;t

Re fNy (t) eIW1t]

where Nj(t) = nje(t) + jnjg(t). Therefore, the repeater input
can be represented as :

y1(t) = Re{E(t)ej¢(t)ejwlt}

where E(t) = |Aejw(t) + Nl(t)‘ and ¢(t) = Z(ﬁej¢“t)+nl(t)).
' 2-1



In Appendix A, it is shown that the bandpass
filtering of this narrowband signal performed by the repeater
input filter is equivalent to lowpass filtering its complex
envelope E(t)exp(j¢(t)) by a lowpass equivalent of the
bandpass filter. Therefore, the Traveling Wave Tube (TWT)
input is given by ‘

yp(t) = Re{ﬁ(t)eja(f) ej”lt}‘

where  B(£)eI®(E)onpp (e ¥ [ (e) e (t)

hip(t) denoting the impulse response of the equivalent lowpass
filter, and * representing the convolution operator.

The effect of the TWT is to nonlinearly scale the
amplitude and to rotate the phase by an amount dependent on
the amplitude. In addition, the carrier frequency is shifted
to a different value for transmission to ground. Thus, the
repeater output can be written

xat) = Re[F(E(£))eI[EI4EEEN] gjupe]

The addition of downlink noise and filtering in the
RF and IF stages of the ground receiver can be handled in
the same fashion as in the uplink, leading to a detector
input of the form

yp(t) = Re[R(t)eje(t)ejwzt}

The detector itself performs some function on the complex
envelope R(t)exp(jg(t)); for example, an ideal limiter-dis-
criminator furnishes 6(t) as output.

I+ is apparent from the foregoing discussion that
all the operations on RF signals performed by the various system
components can be emulated at baseband by operations on complex
envelopes. Appendix A contains a more thorough and rigorous
discussion of baseband modeling. Subsequent sections of this
chapter will address the specific complex envelope operations
performed by each component of the system. Since the charac-
teristics of the repeater place constraints on the types of
signals which can be used, the repeater is discussed first,

2.2 Repeater Model

The repeater in Figure 2.0-1 is the Tracking and Data
Relay Satellite (TDRS) which, as currently envisioned, will
provide a variety of user modes and frequencies for both [2-1)
forward (ground~to-user) and return (user-to-ground) links
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The modes of interest in this study are the single access
modes at Ky~band. For this service, the user may elect to
employ either a wideband mode, with 225 MHz bandwidth at
fo=15.0085 GHz, or a narrowband mode with 88 MHz bandwidth

at either 14.94 GHz or 15.077 GHz. After passing through. the
repeater input filter, the signal undergoes amplification

by a TWT, and is then transmitted to ground (at a different
carrier frequency). Spurious response at harmonics of the
carrier frequency are effectively suppressed by a "zonal
filter" of extremely broad bandwidth at the TWT output.

Over a fairly wide frequency range, the effects of
TWT amplification of an RF signal can be represented as
amplitude scaling and phase rotation by nonlinear functions
of the input amplitude [2-2} {2-3] That is, if the TWT input
is

ylt) = E(t)cos[wct+¢>(t)]
then the TWT output will be A
2 (£)=F (E () ) cos[w t+é(£) 4G (E () )] (2.2-1)

Because of the amplitude~dependent phase term
G(E(t)) in the TWT output, the tube is said to exhibit AM-
to-PM conversion. It is important to note from the form of
Equation (2.2-1) that the nonlinearity can be represented
purely in terms of its effects on the complex envelope of
the input; i.e., o '

B(£)ed®(t) — p(E(t))ed [BE)+G(E(L))]

Thus, the actual repeater consisting of the cascade of a
bandpass input filter, a nonlinearity, and a wideband zonal
filter, can be modeled as the cascade of a lowpass filter
operating on the complex envelope, followed by the operations
of F{*) and G(*).. Further discussion of this and alternate
representations of nonlinearities is contained in Appendix B.

Typical functions F(.) and G(-) are illustrated in
Figure 2.2-1. These curves are interpolated from actual TWT
measured data supplied by the Technical Monitor. The input
amplitude Eg,4 at which F(E) is maximum is called the satura-
ting drive level; the range E>Eg,¢ is called the overdrive
region. There is a range of E<Egzt over which the function
is reasonably linear. When an amplitude-modulated signal, or
several simultaneous signals, access the TWT, it is normally
operated in this linear region in order to minimize distortion
or intermodulation responses, However, when a single constant-
envelope signal drives the TWT, it can be operated at or near
saturation, unless the additive input noise causes appreciable
envelope variation.
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The AM-to-PM conversion characteristic G(-) is
redrawn in Figure 2.2-2 with the input amplitude represented
in decibels below the saturating value. The characteristic
is closely approximated by a straight line over a range of
several decibels. AM-to-PM conversion is often gpecified
in a number of degrees per decibel; this TWT exhibits approxi-
mately 3°/dB AM-to-PM conversion over the range -11 dB to
0 dB, with less severe AM-to-PM conversion at lower input
levels.

The TWT characteristics shown in Figure 2.2-1 are
representative of commonly-used TWTs, and these characteristics
are employed to obtain the data reported in the sequel. How-
ever, the mathematical models developed in the study are general,
and the computer programs which have been written allow the
-specification of arbitrary F(-) and G({(-}.

Another important repeater configuration which can
be accomodated by this model is that in which the received
signal is hard~limited at low level prior to amplification
by the TWT. The limiting removes amplitude variation so
that AM-to-PM conversion ig not present, and the limiter-TwWT
cascade appears as a hard limiter with no AM-to-PM conversion.
This configuration is often used in multiple-access satelllte
repeaters. - -

2.3 Signal Formats

Two general signal formats are of interest in the
return link: a high rate PSK signal and a frequency multi=-
plexed signal consisting of analog television and 1.92 Mb/s
PSK data. These signal formats are discussed in detail in
this section.

2.3.1 High Rate Data Channels

_ The pure data signal may assume one of two forms,
In one case, digital data at a rate of 50 Mb/s is encoded by
a convolutional encoder of code rate 1/2, resulting in a
transmission rate of 100 Mb/s. This signal is transmitted
via NRZ-L PSK on a carrier at 15.0085 GHz and the wideband
TDRS input bandwidth (225 MHz) is selected. The RF spectrum -
and the TDRS receive bandwidth are thus as 1llustrated in
Figure 2.3.1-1,
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Wideband TDRS
.////’\\\\\ ' (%Z _Input Bandwidth

£,-100" £ £,+100

Frequenty, MHz
FIGURE 2.3.1~1. NRZ-L PSK POWER SPECTRUM

To see what the complex envelope of this 31gnal is,
note that the RF signal can be written

Xl(t)=Ad{t)cosPuct+¢b]

where d(t) is a data signal assuming the values tl1 over each
bit interval and w is the RF phase. The complex envelope
is therefore ' :

xl(t)=Ad(t)ej¢9

In the alternative form, the pure data signal has a
reduced data rate of 30 Mb/s and coding is not used. However,
the modulation is split-phase PSK, which has roughly twice
the bandwidth of NRZ PSK of the same rate. With this signal,
the narrowband TDRS option is used (88 MHz input bandwidth).
The RF spectrum and the TDRS receive bandwidth are illustrated -
in Figure 3.2.1-2,

Narrowband TDRS
Input Bandwidth

£,-60 £ £.+60

Frequency, MHz

FIGURE 2.3.1-2. SPLIT-PHASE PSK POWER SPECTRUM



The RF signal is given by
X1 ()= As(t)d(t)cos[wct+wo]

where d(t) and i, are as before, and s(t) is a signal which
converts NRZ data to split-phase data; i.e., s(t) has the
value +1 over the first half of each bit interval and -1
over the second half. The complex envelope is

X1(t)= As(tya(t)el¥Q

2,3.2 Multiplexed Data and Television Channels

For the multiplexed signal, several digital voice
and telemetry channels are time-multiplexed to form a 1.92
Mb/s NRZ-L signal. This data signal phase-shift keys a sub-
carrier at 8.5 MHz, which is then combined with a baseband
analog TV signal whose spectrum nominally extends to 4.2 MHz,
The two signals may be filtered prior to multiplexing in
order to eliminate crosstalk. The composite signal spectrum
is shown in Figure 2.3.2-1. This FDM signal frequency modu-
lates a K -band carrier at 15.077 GHz. The narrowhand TDRS
input is Used. _ . '

™™V PSK

7

4.2 6.58 8.5 10,42

Frequency, MH=z

FIGURE 2.,3.2-1. BASEBAND FDM SIGNAL
SPECTRUM

. If u(t) denotes the analog TV signal, normalized
to unity peak value, and d(t) represents the NRZ-L data, then
the baseband FDM signal is given by :

v (£)=27AF yu (£) 42748, (t) sin (wyt+g )



where Af] and Afj; are the RF frequency deviations attribu-
table to the TV and digital signals, respectively. The FM.
signal is then ‘

t _
X1 ()= ACOSPdCt+j\f(T)dT+wb]
- .O
and its complex envelope is

t
X1(t)= Rexp [j(fv.(«r)dﬂwo)} (2.3.2-1)
N & ) .

2.4 Ground Receivers

This section describes the receiver structures
which have been assumed for processing the signals received
at the ground station. In addition, the performance measures
of interest when these receivers are used are discussed.

2.4.1 Receivers for High Rate PSK Signals

It is well known[?_4]that the optimum receiver for
PSK signals received in the presence of white Gaussian noise
is the matched filter, a device which mixes the received
signal with a phase-ccherent carrier reference, integrates
over a bit interval, and makes its decision according to the
sign of the result. Because of the nonlinearity, the detec-
tion problem posed by this system is not exactly this classi-
cal problem. However, since it is expected that the deleter-
ious effects of the TWT will be minor, use of the matched
filter as the basis of the receiver is quite reasonable.
Therefore, a receiver of the form shown in Figure 2.4.1-1
is assumed for the NRZ-L PSK signal. The filter represents
the effects of all filtering in the RF and IF stages of
the receiver, For simplicity, it is taken to be the same
filter as that used at the TWT input; i.e., a bandpass
filter of 225 MHz bandwidth. The phase of the reference
signal must take into account both the original RF phase at
the transmitter and the phase bias introduced by AM-to=PM
conversion at the TWT. The appropriate choice to compensate
for the phase bias is discussed more thoroughly in para-
graph 3.2. It is worth noting here, however, that it is
clear that at high SNR, the optimum phase offset must be
near the average AM-to-PM shift G(E), and that receiver per-
formance will be relatively insensitive to small variations
in the correlator phase about its optimum value. '
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FIGURE 2.4.1-1. RECEIVER FOR THE HIGH-RATE
NRZ-L PSK SICGNAL

Assuming that the signal at the filter outpﬁt has
the general form

y(t)=R(t)cos[wct+9(tﬂ

the result of the indicated multiplication will be

z(t)=!5R(t)cos[9(t) —w —a]

plus a term at frequency 2f. which will ultimately dlsappearr
in the integration. Since the complex envelope of y(t) is

Y(t)=R(t)exp jé(t)

the result of the multiplication can be written in terms of
operations on the complex envelope as

z (t):;iRe [Y (t) e-j (lpo"'a)}

i

=X [Re [Y (t’) }068 (Yo +ot) +Im [Y (t)] _sin (¢0+0)] |

The complex envelope Y ({t) itself can be obtained, as before,
as the output of an equivalent lowpass filter whose input
is the complex envelope of the received signal.

In the actual system, the integrator outputs at
the end of each bit interval are fed to a Viterbi decoder
which decodes the convolutional code and utllmately makes
information bit decisions. The performance criterion of
interest in this sytem is the probability of error in the
decoder output sequence. However, consideration of encoding
and decoding procedures is outside the scope of this study;
accordingly, the study considers the performance of a re-
ceiver which makes hard bit decisions at the integrator
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output, as illustrated in Figure 2.4.1-1. The resulting
error probability as a function of SNR differs from the
error probability of the coded system; however, this is a
reasonable approach to estimating the degradation due to
the nonlinearity.

The split-phase PSK receiver is similar to that of
Figure 2.4,1-1, except that the filter has a bandwidth of
88 MHz, conforming to the narrowband TDRS input filter, and
that the regenerated reference must be split-phase keyed
before mixing (alternatively, the integrator may integrate
separately over each half of the interval and subtract the
results.) Unlike the NRZ-L signal, this signal is not coded,
80 that error probability in the hard-decision detector out-
Put sequence is the quantity of interest.

2.4.,2 Receiver for TV-PSK FDM/FM Signal

The composite FDM/FM signal requires two stages of
processing at the ground receiver. First, the RF modulation
must be removed, yielding a baseband FDM/FM signal. This
signal is then passed through demultiplexing filters to
separate the pure baseband TV signal and the 1.92 Mb/s PSK
signal at 8.5 MHz. . The PSK signal then undergoes PSK detec-
tion to recover the digital information.

The RF demodulator is assumed to consist of a
cascade of a filter, representing all filtering in the RF
and IF stages of the receiver, a limiter, and a phase-locked
loop (PLL), as shown in Figure 2.4.2-1. Suppose that the filter
output can be written in the form

YR(t)?R(t) coépuct+91(t)] (2.4.2-1)

If the limiter is assumed to be an ideal bandpass limiter,
it will remove the amplitude variation and pass ‘

z(t)= COS[uctfol(t)]

on to the PLL.

yR(t) z(t)
H(£) LIMITER PLL Y (%)

FIGURE 2.4.2-1. RF DEMODULATOR FOR FDM/FM SIGNAL



The PLL is illustrated in more detail in Figure
2.4.2-2, For simplicity, assume that the VCO quiescent
frequency is ‘w,, the frequency of the loop input. The VCO
output is a sinusoid whose instantaneous frequency offset
from w, is proportional to the VCO input:

&5 (£)=Kysinfw t+6, (t)]
where
dB .
= KBeZ(t) _ (2.4,2-2)

h(Ké.and K3 are constants associated with the VCO.) Therefore
el(t)=e3(t) cos[ubt+91(tq
=K2 sin|6;(t) = ] |
_% 51n[ 1 (t) 6, (t) (2.4.2-3)

plus a double-frequency term which will ultimately be suppressed
by the loop filter. The filter output is therefore given

by
e2{t) = Kje; (t)x £(t) | (2.4.2-4)

wpere f(t) is the impulse response of the loop filter.

cos[mct+01(t)] e, (t)

» E{;:> F(s) - y{t)

93(t) ez(t)
VCQ

FIGURE 2.4.2-2. PHASE-LOCKED LOQP

Inserting Equation (2.4.2-3) into Equation (2.4.2-4) -and

combining with Equation (2.4.2-2) yields

dé, _ KleK
dt p]

3 f(t)*sin[ﬁl(t)-oz(t)] (2 4 2_5)

or
G,(t)-6 KiKoK : ‘
1 2(t) = Gl(t)—‘l 233 ff(s)*Sin[ol(s)—ez(s)]ds

-0
2-12



which suggests the model of Figuré 2.4.2-3, where

G=%K K K,

Note that the validity of this model depends only upon the
received sxgnal's (actually signal plus noise) being repre-
sentable in the form of Equation (2.4.2-1).

Nvg sin(*) [E:} _ F(s) y(t)

0:(e) J[

= OO

FIGURE 2.4.2-3. BASEBAND MODEL OF THE
S PHASE-LOCKED LOOP

As noted previously, the complex envelope of the
filter output, Yr(t), can be obtained by passing the complex
envelope of the received signal through an equivalent low-
pass filter, The signal phase 'Gl(t) can then be obtained
as

6y (t) = tan"l[Im{YR(tﬂ /Ré{YR(tﬂ]

Aand processed through the model of Figure 2.4.2-3 to yield
the RF demodulator output y(t).

Phased-locked loops are usually des1gned to operate
such that @, (t)=61(t). In this mode, sin[81-62]=61-62, and
the model o% Figure 2.4.2-3 can be replaced by the linearized

" PLL model of Figure 2.4.2-4. For this model, the tools of
linear feedback system theory can be applied to yield a
transfer function from'el(s} to 02(5)

62(s)  GF(s)/s o
61(s) "IFGF(s)/s . 2.4.9-6)

Of more significance in the present appllcatlon is the transfer
function from 6 {s) to Y(s), which is given by

Y

Y(s) _ __ GF(s)
§1(s) I4GF(s)/s
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0, (s)

P rg\*' F(s) y (s)

1/s

02 (s)

"FIGURE 2.4.2-4. LINEARIZED BASEBAND
PLI. MODEL

More detailed information on the phase-lock loop
design actually used in the simulation is given in Section
4.0, which deals with the simulation programs. For the pre-
sent, assume that the PLL design is such that it functions
adequately as a frequency demodulator; that is, the PLL
output y(t) is an estimate of the FDM signal

v(t)=2nﬂflu(t)+2ﬂAf2d(t)sin(wsct+85c)

where u(t) is the analog TV signal and d(t) is a 1.92 Mb/s
NRZ-L binary data signal. The estimate y(t) is passed through
- two demultiplexing filters: a lowpass filter with passband
out to 4.2 MHz, and a bandpass filter centered at 8.5 MHz and
wide enough to pass the PSK signal without severe distortion.
The output of the PSK demultiplexing filter is then input

to a matched filter PSK detector.

The appropriate performance measure for the PSK
portion of the system is the error probability in the
sequence at the PSK detector output. Since the TV signal
is an analog signal, an output signal-to-noise measurement
is appropriate. The random nature of a true TV signal makes
an SNR measurement difficult, however. Instead, a commonly-
used technique is to employ a test tone in the 4.2 MHz band -
and measure the test-tone-to-noise ratio in the demultiplexing
filter output. In this approach, a very narrow-band filter
is tuned to the test tone frequency and the demultiplexing
filter output is passed through this filter. The power in
the filter output is regarded as test-tone power, and the
difference between this and the total demultiplexing filter
output power is attributed to noise., The measure of perfor-

mance is then the ratio of test-tone power to noise power.
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2.5

Summarg

‘Figures 2.5-1, 2.5-2, and 2.5-3 illustrate the

overall system baseband models and complex envelope signal
flow for the NRZ-L PSK signal, split-phase PSK signal, and
FDM/FM signal, respectively. The models described in these
figures are those implemented by the simulation programs to
be discussed in Section 4.0, '

2.6
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3.0 ANALYTICAL RESULTS

Meaningful and accurate analytical results for non-
linear operations on random processes are usually difficult
to obtain., The difficulty is compounded in this study by the
desire to develop techniques which are generally applicable to
“fi TWT characteristics F(-) and G{.). Because of the difficulty
analysis, digital computer simulation was looked to as the
best way to accurately predict the performance of the system.

On the other hand, even approximate analytical results
are useful, both as a check on the simulation results and as
indicators of the underlying mathematical structure of the
nonlinear system. It is desirable, therefore, to approach the
problem analytically to some extent. This section presents
certain analytical results on the effects of the TWT on system
performance. The approach has been to derive analytical expres-
sions for certain statistical descriptors of the system, which
are functionals of the TWT characteristics F(-) and G(.).
Computer programs have then been written to evaluate these
expressions for particular F(.) and G(-), which are input in
the form of tables. Where possible, the correctness of the
results has been verified by selection of a previously studied
form for F(.} and G(.) and comparison with published results.

The first results presented consider various statis-
tical properties of the output when the TWT input consists of
a pure sine wave plus Gaussian noise. These results are then
used in studying the effect of the nonlinearity on error
probability of a PSK system when the TWT input is not filtered.
Finally, the effects of the TWT on an FDM/FM link at high SNR
are considered.

3.1 TWT Effects on Sine Wave Plus Gaussian Noise

Suppose that the TWT 1nput consists of the pure 51nu—
soid Acos&;t corrupted by Gaussian noise

| n(t)=nc(t)cosubt - ns(t)51nwbt
where n_,(t) and ng(t) are independent Gaussian processes, and
n{t), ng(t), and ng{t) all have zero mean and variance of o2,

It is well known that the resulting process can be written in
envelope~phase form as

x(t)= Acosubt + n(t)

= E(t)cdspuot+¢btﬂ
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The envelope E and phase ¢ at ény instant have the joint
probability density function[?'ﬂ

p(E,$)= E__Q exp{ (E2+A2—2AEcos¢)/202},
E20, -ws¢lnm ©(3.1-1)

while the marginal density function of E has the Rice-Nakagami
form

2,2 2, -
p(E)=—E ~e o ~(E7+A )/20_10(%%)' E20 (3.1-2)
.o -

The first two moments of E are -3

= A m - .
= T\Jp e [(1+p)IO(P/2)+le(p/2):|-
E?= A2 (1+1/p)
where P=A2/202 is the signal-to-noise ratio.
The density function of ¢ is an even functionlg—q,
indicating that ¢ = 0. The second moment $2 can be calculated
by numerical integration. For future reference, several moments

of E and ¢ are plotted in Figure 3.1-1. Note that for pin
excess of 10 dB, excellent approximations are:

E/a=1+ 1/4p

(EE —'Ez)%/A = @mTE
6;53% = (2p)"% (radians)

The TWT distorts the amplitude and introduces an
amplitude~dependent phase shift so that the output is

y (£)=F (E(t))cos[w t+(t)+G (E(t) )] | (3.1-3)

It will be convenient to work with normalized TWT characteristics.
Let Ry denote the maximum value of F(E)}, i.e., the saturation
output, and let Egat denote the input level which saturates the-
TWT. The normalized characteristics £(+) and g(*) are deflned
implicitly by

F(E) = R f(E/E,

at

G(E) = g(B/E,,)
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ENVELOPE AND PHASE MOMENTS FOR .
SINE WAVE PLUS GAUSSIAN NOISE.

FIGURE 3.1-1.



Thus £(1) = 1 and g(l) = G{(Egat). The average output ampli-
tude is, using Equation (3.1-2},

FTEY = fm) 2o o (EHAD/20%; (nmyap
=20 ~P 1.)3 ~E2/202_ ./aE
ff(E ("f) dE
Making the change of ‘variable u=E/E sat leads to

v - Ro - 202 (AE..+U
FOT = 59 o7l e 0w Bl /207, (rest)

Finally, let A = B8Egatr Where B is the "backoff," or fraction
of saturating drive level at which the TWT is belng operated

nomlnally. Then the average output level, normalized to its

maximum, is given by

2 2
E P -u P/ {2
= EI uf (u)e (- (_%E)du (3.1-4)

o»a

[+]

Proceeding in the same manner, the normalized mean—Square output
amplitude is found to be

F°(E 2p 2 : |
(2) - 2 e pIUfZ‘“’e W% /8% o (25 Z“) (3.1-5)
B s |
Equations (3.1-4) and (3.1-5) express the normalized
average and mean-sguare output amplitude as functionals of the

normalized amplitude characteristic f(-). For certain forms,
they can be evaluated analytically. For example, if £(u) is

given by several ter of a power series expansion, each term
can be integrated ﬁ Efto.yield a series expression for F (E}/R,.
More generally, however, whether f(u) is given by a closed-form
expression, a power series, or a table of values, Equations
(3.1-4) and (3.1-5) can be integrated numerically; moreover,
since the given characteristic is usually a "typical™ charac-
teritistic, and not exact for a given TWT, the accuracy. of
numerical integration is not a limiting factor. -

The output phase relative to that of the siénal is,
from Eguation (3.1-3),

6(t) = ¢(t) + G(E(t))



with mean value 6= G(E). The mean square value is

62 = $2 + 24G(E) + G2(E)

The mean square input phasejgz—can be obtained from Figure
3.1-1. The mean and mean-square AM-to-PM conversion are
averages only over E, and can be obtained, as before, by
numerically carrying out the integrations indicated below:

TTET = 2% e"’f:g(’u)e"’“z/ﬁzl (E%E) du
BZ © - oV B

e = B ol 2 (w)e-pu?/g2r (284) qu
BgZ e ofug u)e 0(—%—)

The cross term ¢G(E), however, must be computed as an average
over both E and ¢ , using (3.1-1):

$G(E) =

o0 Fid
1 Cp2ia2 2
2IEG(E)e (E+A )/2“2f¢eAE“’SW‘7_ d$dE
2no F -7

Since eAE cos ¢/0, is an even function of ¢, the integration
on ¢ vanishes for all E, so that

;G(Es = 0

Accordingly, the RMS phase jitter about its mean is

oy =m= [?5 + G2(E) - G(E’z]a

Various amplitude and phase moments for the typical
TWT characteristics of Figure 2.2-1 have been obtained by
numerical integration, and are plotted as functions of TWT
. input signal-to-noise ratio: in Figures 3.1-2 through 3.1-4.
Figure 3.,1-2 illustrates the normalized average, mean sguare,
and standard deviation of the output amplitude. Figure 3.1-3
indicates the average output phase G(E) and the angle

Y= tan~1 [F (E) sinG (E) /F (E) cosG (E)]

whose significance will Q%_gjscussed in the next section. The
total RMS phase jitter (62-62)%, as well as the input jitter
from Figu§§ 3.1=1 3nd the jitter due to amplitude variations
alone, (G*(E)-G(E)4)%, are shown in Figure 3.1-4. ©Note that
although the jitter due to AM-to~PM conversion is significant

3-5
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in comparison with the jitter due to input noise, it has no
appreciable effect on the net phase jitter. The reason for
this is that it is the variances which add, so that if the RMS
values are in a ratio of 2:1, the presence of AM-to-PM con-
version increases the net RMS phase jitter by only a factor
Vl.ZS. : '

In all the results presented, the backoff is selected
at B=0.44, Reference to Figure 2.2-1 illustrates that this
value of backoff corresponds to a nominal output level at
3 dB below saturation.

3.2 _ TWT Effects on PSK Detection

The effect of a bandpass nonlinearity on PSK error
probability has been widely investigated. The model generally
used is that illustrated in Figure 3.2-1, where it is assumed
that the filters H(f) are ideal filters of bandwidth 2W, wide
enough to pass the PSK signal Ad(t)coswst without appreciable
distortion. Under this assumption, the signal appears, over
each bit time, as a constant-amplitude sinusoid in the presence
of Gaussian noise, and many of the results of the previous
section can be invoked. The receiver mixes with a phase-
shifted version of the signal and samples the result at rate
2W, ensuring that all the noise samples are independent.

While all investigators have been forced to resort to analyzing

such a discrete-time model of the detector, they differ on

what the decision device does with the 2WT samples it ﬁegfives
| B

for each data bit. Some, including Jain and Blachman
and Lyons ﬁ*%, visualize a detector which makes a hard decision

on each sample, then takes a vote among the 2WT hard decisions
to arrive at an overal bit decision. Others, notably Aein P_Qr
B-6], and pDavisson and Milstein B-7] assume that the detector

sums all 2WT samples and makes its decision according to the
sign of the. sum. The latter approach more closely approximates
the integrate-and-dump detector implemented in practice, and

its performance will, in general, be superior to that of the
majority decision detector. However, for purposes of developing
insight into the problem, both models are useful, and investi-
gation along both lines has been carried out in the study.

For the majority-decision receiver, 1f Pe denotes the
probability that a single hard decision is in error, then the
probability of a bit error is the probability that more than
half of the hard decisions are in error, or

k : 2WT4k

Py =1 -kg, )z (-2, )
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Paragraph 3,2.1 focuses on determination of the single-sample
error probability Pe'

As detailed in paragraph 3.2.2, the probability
density function of a single sample, in the absence of down-
link noise, is determined. Besides being of interest in its
own right, this density function forms the basis for analysis
of the performance of the receiver which sums 2WT samples before
making a bit decision.

Finally, it should be remarked that neither approach
to performance analysis can be applied with confidence to the
system of primary interest in this study, since the ratio of
input bandwidth to data rate is small (WT'~1), and the TWT
input filter introduces considerable amplitude variation. The
following analyses are included not for the numerical results
one can derive from them, but for the insight they provide into
the effects of the nonlinearity in the system.

3.2.1 Single-Sample Error Probability

It is illuminating to use a phasor representation of
the signals. ' The PSK signal can be viewed as one of the two
antipodal phasors illustrated in Figure 3.2.1-1(a}. Suppose,
first, that there is no noise in the uplink. The effect of
the TWT is to rotate the phase and change the amplitude, so
that at the TWT output, the phasor diagram is as illustrated
in Figure 3.2.1-1(b). The ground receiver sees one of these
phasors in the presence of Gaussian noise; classical detection
theory calls for correlating with a phasor at the angle G(A)
and making a decision according to the sign of the result.

When noise is present in the uplink, the situation
becomes more complicated. The TWT input phasor is the sum
of the signal phasor and a noise phasor whose components are
independent Gaussian random variables. Equal-probability loci
for the input phasor are circles centered at *A. The effect
of the TWT is again to extend (or contract) and rotate the
input phasor; however, since points on an equal-probability
locus lie at different distances from the origin, the length
variation and phase rotation induced by the TWT are different
for different points on the locus. The locus is therefore
distorted. As an example, an equal-probability circle about
A = 0.44Egat and the corresponding locus which results when this
signal is passed through the TWT of Figure 2.2-1, are illus-
trated in Figure 3.2.1-2, '
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FIGURE 3.2.1-1. PSK SIGNAL PHASOR REPRESENTATIONS.
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The signal at the TWT output is either the phasor

S, (E,$)=F (E) L(G(E) +¢)

i .
or its negative. In principle, one can determine the optimum
decision strategy for this so-called- composite hypothesis test;
the optimum receiver correlates the received phasor with
So(E,$), operates on the result with a certain nonlinear function,
and averages over E andw#u31ng Equation (3.1-1). The decision
is made according to the sign of this average. While it is
conceivable that this routine can be distilled down to an imple-
mentable operation, it appears to be unrewardingly complex. A
much simpler approach, and one which would seem to be nearly as
good at the signal-to-noise ratios of interest, is to correlate
the received phasor with some "average" signal phasor. At high
SNR, it is clear that this phasor should lie at an angle near
G(A). The exact optimum angle is not obvious, but since the
correlation is relatlvely insensitive to small variations in
this angle, it is not critical. Lyons[?“{]has suggested that

the angle

o= tan-l‘?(E)SinG(E)/F(E)COSG(Eﬂ ' S (3.2.1-1)
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is appropriate, since this is the phase of the conditional
expectation of the TWT output given the original input phasor
+A. (The significance of this conditicnal expectation was
pointed out by Blachman [3-8])

In results reported in the sequel, the correlator phase
given by Equation (3.2.1-1) is used; however, there is no
guarantee that it minimizes errcr probability. Determination
of the optimum choice of ¢, and study of the structure and
performance of the optimum receiver alluded to previously,
remain as interesting open problems.

‘The output of the receiver's mixer, negleeting the double-
- frequency term is o

r=%F (E) cos[¢+G(E)—oﬂ+n

whHere n is a Gau551an random varlable of variance 0y The
- error probablllty is, therefore, given by

fQ F(E)cos [¢+G(E) Oﬂ\ p(E, ) dpdE

_where ' ' : R
o 2
Q(x) =\7"2-—?fe‘y Pay

Using (3.1-1) and normalizing as in the previous sectlon, thls
becomes .

P ;ﬁg%*Jjﬁexp{ ﬂz(u -2fucosg+f ﬂ

0(/Zp, £ (u)cos (¢+'q (u) -0} ) dpdu

where ﬁ—A/E sat’ l—A2/2ai, and ﬁE=R3/20§. Note that p, is the
saturation output SNR, and that the actual downlink SNR is in
general less thanﬂb. ‘

A computer program was written to carry out this double
integration numerically. In order to check the accuracy of
the computation, the special case of an ideal limiter was
considered. For this example, f(u)=1, g{u)=0. The results
are illustrated in Figure 3,2,1-3. These results agree with
those of Jain and Blachman P 3f who derived a series expansion
for P, and evaluated the result on a digital computer.



pll dB

SINGLE~-SAMPLE ERROR PROBABILITY

LIMITER.
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FIGURE 3.2,1-3.
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A Following this verification, the program was applied
to the TWT described by Figure 2.2~1 with $=0.44. 1In this

case, the saturation SNR P> is less physically meaningful, and

it is preferable to have results in terms of the ratio of

actual TWT output power Pp to noise power. In order to do this,

- note that

o2 2,
PT = Rb £ ‘u}/z
so that
P
T 2
— = P,£7 (u)
02 2 .

which is a fungtion of py. The results of paragraph 3.1 can be
used to f£ind fz(u), sg that for a given P]1, data can be obtained
as a function of PT/a2 by choosing

P T el
%

The appropriate adjustment factors, as well as the receiver
phase aof (3.2.1-1), for various pP) are given_in Table 3.2,1-1.
Pe curves showing variations with P31 and PT/a2 are specified
in Figure 3.2.1-4.

Table 3.2.1-1

Adjustment Factor and Phase Offset

2
p],dB =10 lOglOf (u) o, degrees
0 2.06 . . 28.7
3 2,46 . : 25.6
6 2.71 23.4
9 2.85 ' . 22.0
3.2.2 Density Function of the Mixer OQutput

- In the absence of downlink noise, the mixer output,
neglecting the double frequency term, is

r = F(E)cos[¢+G(E}-a1 (3.2,2-1)

which is a random variable. Since one approach to predicting
error probability is to consider the detector statistic to be
a sum of several independent random variables of this form and
a Gaussian noise variable, it is of interest to determine the
density function of r. To do this, define an auxiliary random
variable

S = E (3.2.2-2)
3-16
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and consider the transformation of random variables (E,¢) to
(r,s} induced by Equations (3.2.2-1) and (3.2.2-2). The domain
and range of this transformation are as illustrated in Figure
3.2.2-1. The Jacobian of the transformation is

ar r
J = | ok = F(E)sin[¢+G(E) -d]
ds as
E 3¢
The inverse transformation (r,s)—(E,¢) isl
E==s8
¢ =-cos_l(r/F(s)) - G(s) +a

This inverse transformation has two solutions, corresponding
to the two solutions of cos-l (r/F(s)) in the range'[—ﬂ,ﬂ].
The joint density function of r and s is, therefore, given by

p(E1, 61)  p(Ep,¢)
plr.s) =&, o) * FELE

Note that

loe, &) =r?(s)-r?

for both (E1, ¢1) and (E2, ¢2). Using Equation (3.1-1) and
noting that the two solutions for ¢yield

IZ:::E] = f%g; cos [?(s)~é] t 1_(E%§ﬂzsin[§(s)- ]

one obtains

2,2, ,,.2
se-(s +A") /20

p(r;s) = ﬂ02QF§(s)—r2 exp{%&?T;) cos[?(S)-Qﬂ

520, Irl £ F(s)
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The density function of r is obtained by integrating over all
s for which kKl<F(s): :

p(r) ='jb(r,s)ds' R(r) = {s:F(s)?qu
R(r)

Normallzlng as before, and letting v= r/R , yields for the proba-
bility density function of v,

p (V) =‘2p = £ ‘ _- 2 ZEEZ- ) Oﬂ + ]
m82) [ 2wy —v? 52[ fa [5(-e] + 4
R(v) : ,
2pu 5 ' |
*cosh Bf(ur’f (u)-v 51n[g(U)“Cq1du; tvlis|
(3.2.2-3)

where R(v) ={u: f(u)2|v1L

A computer program was written to carry out the integration
numerically. For the special case of a hard limiter with no
AM-to0-PM conversion, i.e.,'f(u)=l, g(u)=0, the density function
at =0 dB is illustrated in Figure 3.2.2-2. This result agrees
with previo sults for the density function of cos ¢ (see
e.g., Lyonsuﬁ f For the TWT of Figure 2.2-1, the density
function for the mixer output (in the absence of downlink nOlSE)
is given in Figure 3.2.2-3 for P=0d4B andf=0.44.

If the detector sums 2WT independent random variables,
each with density function given by Egquation (3.2.2-3), thie
density function of the sum is the 2WT-fold convolution of
Equation (3.2.2-3). In principle, this operation can be carried
cut by taking the discrete Fourier transform of Equation (3.2.2-3),
raising to the 2WT~th power, and inverting the transform. More-
over, zsince the effect of downlink noise is to add a Gaussian
random variable to the sum of the v's, this can be accounted for
by multiplying by the appropriate Gaussian characteristic func-
tion before inverting the transform. The error probability is
then obtained by numerically integrating the result over the
negative values. In practice, the sharp peaks of Equation
(3.2.2-3) and the fact that the convolution spreads the density
function out by a factor of 2WT make this numerical procedure
somewhat delicate, and results of reasonable accuracy are diffi-
cult to obtain. Since any results derived from such a procedure
would be of only peripheral interest in this study, no attempts
to refine the technique to yield accurate results were under-
taken.
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3.3 The FDM/FM Link at High Signal-to-Noise Ratios

In this section, the FDM/FM system diagrammed in
Figure 3,3-1 is addressed, under the assumption of high
signal-to-noise ratio in both the uplink and downlink. The
RF transmitted signal xl(t) is an FM signal

xy (£) = Acos[w _t+¥(t)]
where

W(t) = 2n[£4f () +AE yu,y ()] arh (3.3-1)

The baseband message signals ul(t) and us(t) are assumed to
be nonoverlapping in the frequency domain.

Since the repeater input bandwidth is typically
mu greater than the bandwidth of ¥(t), it is legltlmate
@-9 to expand the uplink noise into components in phase
with and quadrature to the modulated carrier. Thus

y,(t) = [A+n (t)]cos[w t+d4t[]—n (t)51nﬁu t+w(tﬂ
= E(t)cos[w t+¢ttﬂ
where
' 3
E(t) = K§+nc(t))2+n§(t)]
and
-1 Dglt)
P(t) = Y(t)+tan ATh_(E

Then the TWT output is given by

X, (t) = F(E(t))cos[w t+d(t)+G(E(t))]

At high SNR, E(t)xA+nc(t) and ¢(t)=yP(t)+ng(t)/A
with high probability. Expanding the TWT characteristics:
about E=A and retaining only first-order terms yields

F(E(t))zF(A)+anc(t)

G(E(t))mG(A)+bnc(t)
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Figure 3.3-1. MODEL OF FDM/FM COMMUNICATION LINK.
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where a = F'(A) and b = G' (A). Therefore

ns(t)

A

X, (t)={F (A)'+anc (t)] cos [wt+¥(t) 4G (B)+ +bn (t)]

. ' [ns(t) _ ]
={F (a) +anc(t)] cos = + bnc(t) cos[wct+w(t)+G{A)]

o[ Pe ™)
-[F(a)+an_(t)]sin =

At high SNR, and with typical AM-to-PM conversion, both
ng (t)/A and bne(t) are small with high probability; thus
x2(t) can be approximated as

x, (t) ':.-:[F (n) +an (t)]cos [wctﬂb(t) +G (a)]
V n (t)

-F (A) [ SA +bn (t)] sin [wctﬂll(t) +G (a)]

Since the IF filter must be wide enough to pass
a constant-amplitude FM signal with negligible distortion,
the filter effects on xz(t? are simply to lowpass filter the
amplitudes of the quadrature components. But since nc(t)
and ng{t) have constant spectral demnsity Ng for all IkaTWT/Z,
the filtered versions of ng(t) and ng(t), denoted hg(t)
and Tg(t), have spectral density Ny for all |f kBrp/2, and
the IF filter output due to x5(t) alone is

vy, (t) ={F (A)+an_(t) ] cos [w_t+¥(t)+C(A)
3 z (t) =0 [ c ] [ Cc ]
n_(t)
~F (A)[ 3 +bh (t)] sin [w_t+Y(t) +G (a)]

n_{t)

~[F () +a"ﬁc (t)]cos [wct+w(t) +G (A) +—2— +bEc (t

A

Thus in the absence of downlink noise, the output
of the ideal freguency detector, which is the derivative of
the instantaneous phase of its input, is

&,gg + 1 dns + bdnc_‘
~dt A

y,(t)
4 3 aT

por

Z=0

+bn (t):l sin rwct+ Yit)+G (a)]

)



The effect of z(t)} on yy4(t) is to add a noise term
which, at high SNR, is indpendent of the "modulation"
Y(t) + fg(t)/A + bic(t) B- 0. Therefore, to determine this
contribution, y3(t) of Equation (3.3-2) can be replaced by an
unmodulated sinusoid of amplitude F(A). Adding the downlink
noise in quadrature~carrier representation .yields

y3{t) = [F(A)+zc(t)]cos[@ct+G(Aﬂ
-z (t)sin[w_t+G(a)]

where z_(t) and z_(t) have constant spectral density Zb for
lfI<BIF?2. The iRstantaneous phase of y4(t) is

a -1 zs(t) ~ L dzs
Je tan [F(A)+zc(t)] F(a) adt

Hence the total output y,(t) is given by
4

d
yglt) = E!Ew* e(t) (3.3-3)
where _ -
_ 1 dfig dig 1 dzs
e(t) =x -3¢ *+Pb 3t T F(a) IT © (3.3-4)

The first term in ya({t) is the desired signal. The three
error contributions are attributable to quadrature uplink
noise, AM-to~PM conversion of inphase uplink noise, and
quadrature downlink noise, respectively. Each noise term

has a parabolic power spectral density over the range :
lflsBIF/Z, and because of independence, they add incohereéently..
Thus the total error power spectrum is

N Z
2| o 2 (o) 2 .
S (£)=(27)%] -2 4 BN +=——=2 _ | £ lel<s. /2
e ( ) [KZ fo] (F(A))2 } CT1IF

Observe that this is the same expression that would result
if the message were transmitted by frequency-modulating a
carrier of amplitude c, and transmitting over a white noise
channel of one-sided spectral density N, where :

n N Z

o o 2 o '
— + b™N F o—

c? a2 °  (r(a))?
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For simplicity of notation, this artifice of a "virtual
channel™ will be used in the sequel.

I1f message uj{t) is a lowpass signal of bandwidth W,
and the demultiplexing filter Hj(f) is an ideal lowpass filter,
then the output noise power is

—5 gnd Np 3
el = ZISe(f)df = —g— ;ﬁ W
(o]

The output signal-to-noise ratio is thus, using Equation
- (3.3-1), ,

3 (Afl)z ug
SNR, = =
1 2 W no
—-2-w {3.3=~5)
C

Note that in the case of a guiet uplink (N = 0), this reduces
to the familiar expression d

s

A _ ap2 2
SNR, = 3/31 uj P

where Bi is the FM deviation ratio and pis the signal-to-
noise ratio in the message bandwidth,

The same technique can be applied to obtain the
SNR at the output of Hp(f); however, in the signal of interest,
uz (t) is a PSK signal, and the quantity of primary concern is
the error probability. The assumption that ul(t) and u2(t)
are essentially non~overlapping in frequency implies that a
matched-filter detector for uj(t) will respond negligibly to .
u1(t), so that the demultiplexing filter is not actually
required (although it could conceivably serve a purpose in
" noise rejection). For analytical purposes, therefore, it is
sufficient to consider as input to the PSK detector of
Figure 3.3-2, the signal

ya(t) = 2mAfyu, (t) + e(t)

where u, (t) =Kd(t}sinu%c(t), and e(t) has power spectral
density

S, (£) = _(27r)2 -r-l% £2 -lfl(BIF/z (3.3-6)
C
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Figure 3.3-2. PSK DETECTOR.

Assume for simplicity that the subcarrier frequency is an
integer multiple of the data rate. This assumption can be
removed, but the generalization is somewhat complex. The
detector output at the sampling time is : :

glt) = :\fz'rmdfz + ¢

where { is a zero-mean Gaussian random variable. The error
probability is therefore

JZTnﬂfz
.PE = Q —-'-&*E-—— (3.3"7)
The variance of { is clearly overbounded if the
restriction Ifl<Brp/2 of Equation (3.3-6) is relaxed and
Se(f) is taken to be

. .
S (f) = (27r)2 2 g2 for all f
e c2

Rewriting this as

S (£) = - (jzﬁ-f)z

OJO”

and noting that multiplying by j2#f in the frequency domain
corresponds to differentiating in the time domain, one obtains
for the autocorrelation function of e(t),

2 n n
- - g o _ _ O 4
Re(T) = - d_‘7'2 1? 6(-1')] = -3 & (T)



Now since

m _
2 ,
C—,}T jé(t)smnu%ctdt,

l¢ } *JIE,e(t)e(u)ISLnu) t51nw Y dudt

TT
2n0 "
- —Eijﬁ (t—u)SLnu%ct51nu%cu dudt

!

00 p
Butjﬂb(n)(t-u)f(u)du = E—E%El : therefore
dt
T
n ' 2
2l _ _ 270 d
E|¢ | = -7 —f 51nu%ct Ezislnugct dt
o

Differentiating the pulsed sinosoid sina% t twice results in

impulses at times 0 and T, but 51nuJ t vanishes at these
points, so that ‘

T
2 _ 2% 2
E,C | = T = egcz 151n w t dt
O
N 2 o 2 |
= (@2m” — £, (3.3-8)

c
The standard deviation of { is therefore
n
o

_ o
;= 2n c fsc'

Inserting this in Equation (3.3-7) yiélds

o .
2N R
o} , (3.3-9)

where ﬁ}—dfz/fsc can be interpreted as the FM deviation ratio
corresponding to ujp(t), and R = 1/T is the data rate.



Equation (3.3-9) relates the error probability in
a simple way to the virtual channel's signal-to-noise ratio
in a bit-rate bandwidth and to the RF deviation ratio. It
seems to imply that for a fixed SNR, performance can be
improved simply by increasing the deviation ratic, as might
be expected from the "wideband noise improvement" typical of
FM systems. However, the analysis leading to (4) is wvalid
only above threshold, which implies an upper limit to the
value of B for which the relationship is valid.

Note, from Equation (3.3-8) that the variance of
{ is exactly the same as it would be if the parabolic-spectrum
process e(t) were replaced by a white-noise process with
spectral density equal to the parabola's value at the sub-

carrier frequency, namely 2772n0fS 2/c2. This suggests that
~error probability when operating Below threshold could be

approximated by assuming white noise of spectral density
Se(fgc), where the spectral density of e(t) is determined

from one of several empirical expressions for FM noise
spectral density below threshold. This approach overlooks

the fact that below threshold the process e(t) is no longer
Gaussian, but is nevertheless a reasonable means of estimating
performance.

As a final observation, an absolute lower bound
on Pg for a PSK/FM system (leaving out, for simplicity, the
other message u;(t)) operating on a white Gaussian RF channel
can be obtained as follows. In general, the RF signal corres-
ponding to a data 0 is

2mAL

W

o cos (wg t+0,.) + 90] ostsT

So(t) = C COSEJCt +

while that corresponding to a data 1 is

2mAf

wS C

sl(t) = ¢ cos[wct - cos(wsct+esc) + Gc] ostsT

A receiver which is able to establish phase cohereni at both
RF and subcarrier has error probability given by E 3]

( [E
b

E o (l'?))
(]

where Eb = C /%R and

y = é—Jso (£)s, (£)dat

g
|

!
x

47Af
cOs [as—c— cos (wsct'l' GSC)} dt

+ double-fregquency term integrating to
ZEero 3-30



Since the integrand has period 1/fsc, and since there are

an integer number (fgcT) of cycles in the 1nterval of
integration, this becomes

1/fsc 24F .
Y = fscfcos[f;; cos (wsct-i- Gsc)]dt = Jo(zﬂ)
o
Therefore
[ [2 )
Pp = Q(JZn = (1=3_(28)
Since J_(x)=1 - x 2/4 for small x ,

2
- c 20
PE~Q( o )rﬂ<<1

showing that the demodulator considered above is essentially
optimum for small deviation ratios, and when operating above

threshold.
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4.0 SIMULATION OF THE RETURN LINK

The mathematical models developed in Section 2.0
form the basis for the digital computer simulation of the
system. This section will describe the actual implementation
of the models, giving specifics of filter design, signal
flow, and so forth. Program details are relegated to Appendix
E.

4,1 General Considerations

Discrete-time modeling of continuous systems poses
' some particular questions relative to gselection of sampling
rate and approximation of analog filters by digital filters.
Since these considerations are common to all the simulations,
they are dealt with separately in this section. Implementa-
tion of the nonlinearity is also discussed.

Selection of the sampling rate is primarily a trade-
off between the necessity for accurate representation of the
analog signals and the desire to obtain results with minimum
computer run time. At the bare minimum, signals must be
sampled at their Nyquist rate; that is, at least two samples
per cycle of the highest frequency component must be taken.
However, signals sampled at or near the Nyguist rate generally
must be processed in a rather sophisticated fashion in order
for the desired information to be recovered. This prohibits,
for example, the use of such intuitively satisfying corres-
pondences as replacing analog integrators by discrete-time
summers., It is more realistic for simulation purposes to
sample at several times the Nyquist rate, so that the sequence
of samples closely resembles the analog waveform without
elaborate processing. As a useful guideline, if linear inter-
polation between samples yields an accurate replica of the
analog signal, the sampling rate is high enough for most
simulation purposes. (Nyquist sampling, by contrast, requires
interpolation using a (sin x)/x weighting function for accurate
reconstitution of the analog signal.)

The implementation of filters is another considera-
tion in constructing simulation programs. The approach taken
depends basically upon whether the intention is simply to
achieve some specified frequency response, Or to accurately
model a given analog filter. For the latter case, there
are techniques for transforming a given analog transfer |
function H(s) to a discrete-time transfer function H' (z)
whose frequency response, both amplitude and phase, closely
approximates that of H(s) for frequencies up to near the
half-sampling rate. For the former case, there are design
techniques which can be applied directly to design a digital
filter whose characteristics approximate the desired charac-
teristics. Both techniques are discussed in Appendix C.
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In the simulations of this study, in some cases
it was desired to closely model some given analog filter,
such as a Butterworth filter, and the transformation technique
was used. Examples of this are the IF and demultiplexing
filters in the FDM/FM simulation. In other cases, such as
for the TWT input filters, the only objective was to construct
a filter with a prescribed passband, and the direct filter -
design technique was used.

The TWT nonlinearity is implemented in the simu-~
lations by way of a table look-up. There are two l5l-entry
tables, one for the normalized amplitude characteristic £ (u},
the other for the normalized phase g(u). The first entry
in the table gives the value at u=0; the 10lst entry gives
the value at u=1.0 (i.e., E=Egat). For a normalized input
amplitude u, the index in the table is the integer part of
1+100u. For input levels in excess of 150% of saturating
drive level, the value at u=1l.5, i.e., the 1l5lst entry in
the table, is used. (It is not anticipated that this will
occur with any regularity.) Because the TWT characteristics
are usually measured characteristics of a "typical" TWT,
more accurate representation of f(u) and g(u) is not justified.

The amplitude and phase tables may be generated in
any convenient way. The tables for the TWT of Figure 2.2-1
are read in from data cards. Alternatively, the table could
be generated by a curve-fitting routine which passes curves
through or near a small number of measured data points, or
an analytical form for f£(u)} and g(u) may be assumed, and the
tables generated by evaluating the functions at intervals
of 0,01,

4.2 High-Rate PSK Simulations

Figure 4.2-1 illustrates in a general way how the
signal processing implied by Figure 2.5-1 is organized into
program modules in the NRZ PSK simulation. The objective
in this and the other simulations is to achieve the maximum
program modularity consistent with efficient operation. This
facilitates changes or additions to the simulation. The
sampling rate in this simulation is 1 GHz, which is large
enough to accurately represent the required 112.5 MHz lowpass
eguivalent of the TDRS wideband input filter, and the 100 Mb/s
PSK signal of interest.

FUNCTION SIGIN generates samples of the complex
envelope of the PSK signal, using as data periodic repetition
of the 63-bit pseudorandom sequence generated by the feedback
shift register of Figure 4.2-2., FUNCTION TWTOUT simulates
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MAIN Program

|

FUNCTION FUNCTION FUNCTION
IFIN TWTOQUT SIGIN

LPF
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-

; |
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ENVELOPE [ | SEQUENCE

SUM OVER
ONE BIT
TIME

DECISION

_4

COMPARE

COUNT
ERRORS

FIGURE 4.2~1. ORGANIZATION OF THE
NRZ-L PSK SIMULATION PROGRAM



the addition of uplink noise, filtering, and nonlinear
amplification by the TWT. Independent sequences {zc{k}},

{zg (k)} of pseudo-Gaussian random variableg are generated

as sums of 12 uniform random variables 4-1] . Each sample has
variance Nofg, where Npg is the one-sided uplink noise

spectral density; the seqguences thus represent samples of

the quadrature components of white Gaussian noise of band-
width equal to the sampling rate. The complex segquence
{ze(k)+jzg (k)} is added to the complex envelope sequence

and passed through the TWT input filter. This filter is
realized as a 4l-stage nonrecursive digital filter with linear
phase, as described in Appendix C. It has a design bandwidth
of 112.5 MHz; its actual frequency response is illustrated

by Figure 4,2-3. :

M.

Y

FIGURE 4.2-2.
PSEUDORANDOM DATA SEQUENCE GENERATOR

The output of the filter is the complex envelope
of the TWT input. Its magnitude is used to access the ampli-
tude nonlinearity and AM-to-PM conversion tables and the
appropriate adjustment is then made to the complex envelope.

Complex downlink noise is generated in the same
fashion as the uplink noise, and added to the complex envelope.
This is carried out in FUNCTION IFIN.

The MAIN program receives from FUNCTION IFIN the
complex envelope of the received signal. This is filtered by
a representation of the RF and IF receiver stages, which for
simplicity is taken to be the same filter as the TWT input
filter. The real and imaginary parts of this filter's output
are extracted and separately correlated with a phase angle
which accounts for both the initial RF phase set in FUNCTION

SIGIN and an offset to compensate for the rotation induced
by AM-to-PM conversion in the TWT. -
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Following a built-in delay to account for propa-
gation time through the filters, the correlation results are
summed over the duration of each bit, and decisions made
according to the sign of the result. These decisions are
compared to the original data sequence to determine error
probability.

The split-phase PSK simulation is essentially the
same as the NRZ PSK program, with several exceptions., FUNCTION
SIGIN, naturally, generates a split-phase PSK signal, and
the summation over a bit interval in the MAIN program actually
adds over the first half-bit and subtracts over the second
half-bit. The TWT and IF filters are again implemented as
4l-tap digital filters, but the design bandwidth is 44 MHz,
simulating the lowpass equivalent of the narrowband TDRS
input filter. The frequency response of these filters is
illustrated in Figure 4.2-4.

4.3 FDM/FM Simulation

The modular organization of the FDM/FM simulation
is illustrated in Figure 4.3-1. Since the RF bandwidth is
substantially greater than that of the FDM baseband, two
- sampling rates are used. In the MAIN program, all signals
are at baseband and the sampling rate is 200 MHz; all other
modules process RF complex envelopes and a sampling rate of
400 MHz is used. Interfacing the two rates is accomplished
by executing FUNCTIONs IFQUT, IFIN, TWTOUT, and SIGIN twice
per MAIN program sample time.

Generation of the signal's complex envelope is,
as before, accomplished in FUNCTION SIGIN; however, it is a
more complicated operation here than the case of the PSK
signals. Figure 4.3-2 is a more detailed representation of
the operation of this module, and the optional configurations
which may be selected by the user. The analog signal, repre-
senting a television signal, consists of up to fifteen tones
of variable frequency and amplitude., The PSK signal has
variable subcarrier amplitude and data rate, with the same
pseudorandom data sequence used in the NRZ-L and split-phase
programs. Either or both may be filtered prior to multi-
plexing, in order to eliminate crosstalk. The TV filter is a
digital approximation of an ‘eighth-order Chebyshev lowpass
filter cutting off at 4.2 MHz. The PSK filter is a digital
approximation of a fourth-order Butterworth bandpass filter
with 4 MHz passband. The transfer function of this filter
is obtained from that of a lowpass Butterworth filter by a
transformation which results in a passband which is geometri-
cally symmetric about the cénter frequency. Under narrowband
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conditions (center frequency much greater than bandwidth),
the passband would be approximately arithmetically symmetric
about the center frequency. For the PSK demultiplexing
filter, however, the necessary bandwidth is a significant
fraction of the subcarrier frequency, and the passband is
not arithmetically symmetric about the design center fregquency.
Anticipating the selection fgo = 8.5 MHz, it was desired
to center the passband at 8.5 MHz, If the passband is
taken to be the range between 3-dB points, then since the
3-dB points occur at af, and fpo/a, where £, is the design
- center frequency and a<l, the passband is centered at 8.5 MHz
if

1

afo + 5 fO = 17 MHz (4.3fl)

But the bandwidth is 4 MHz, so that

1. — -
5 f, - @f =4 MHz {4.3-2)

- Simultanecus solution of Equations (4.3-1) and (4.3-2) yields

£ = (8.5)2 - 4 = 8.26 MHz

Therefore a design center frequency of B8.26 MHZ was used in
the lowpass-to-bandpass transformation to obtain the PS8K
filter. ‘ ‘ :

The frequency responses of both the analog filters
and the digital implementations are illustrated in Figures
4.3-3 and 4.3-4. The digital filters are obtained using the
bilinear transformation technique discussed in Appendix C.

To obtain the phase of the FM signal, the sum of
‘the analog and PSK signals is numerically integrated.and the
complex envelope of the input signal is formed in accordance
with Equation (2.3,2-1). Note that the amplitudes selected
for the constituent signals determine the RF frequency devia-
tion of the FM signal.

FUNCTIONs TWTOUT and IFIN are similar to their
counterparts in the PSK simulation programs, except that the
TWT input filter can be selected to be either the 88 MHz
narrowband input filter or the 225 MHz wideband input filter.
The filters are realized as 17-tap nonrecursive digital filters.
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It is also possible to specify no input filter; because the
sampling rate is 400 MHz, this is equivalent to assuming
the presence of an ideal filter of 400 MHz bandwidth at the
TWT input. :

FUNCTION IFOUT performs the dual tasks of IF fil-
tering and extracting the phase of the filter output. The
IF filter is a digital approximation of a fourth-order Butter-
worth lowpass filter, whose frequency response is shown in
Figure 4.3-5. This is the baseband equivalent of an IF filter
with bandwidth 35 MHz. The output phase is obtained as the
arctangent of the ratioc of the imaginary and real parts of
the filter output. .

The MAIN program simulates FM demodulation by passing
the IF output phase through the baseband PLL model of Figure
2.4.2-3. The loop filter has the form illustrated in Figure
4,3-6, with transfer function
R3 Rfs-+l

R1 T§2+R3)Cs+l

F(s) =

“This loop filter, and the circuit parameters illustrated in
Figure 4.3-6, were suggested by the Technical Monitor.

R; = 50 Q
., . Ry, = 560
| Ry = 3 kO
(_ ~C = 130 pF
_/\g;/__
NIDONS > > o

FIGURE 4.3-6. IMPLEMENTATION
OF THE LOOP FILTER
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Under linear operation, the closed-loop transfer function
of the PLL is, using Equation (2.4.2-6),

92(5) G(RZCS+1)/((R2+R3)C5+1)

6,(s) o, G(R,Cs+1)/ ((R,+R,) Cs+1) (4.3-3)

where the loop filter's DC gain, R3/R; has been absorbed
into the PLL gain G, The frequency response is illustrated
in Figure 4.3-7 for several values of loop gain and the
circuit parameters specified in Figure 4.3-6.

The transfer function from input to output is given

by
Y(S) _ 92 (S) . '
g,(s) ~ g () (4.3-4)

Since the transfer function of an ideal frequency detector

is s, the closed-loop transfer function 83(s)/6]1(s) represents
variation from an ideal frequency detector. The input-output
frequency response for G=2.7 x 108 is illustrated in Figure
4.3-8, along with the corresponding response of an ideal
discriminator. 1In Figure 4.3-9, the location of the 3 dB
point of Equation (4.3-3) as a function of PLL gain, for the
"circuit parameters of Figure 4.3-6, is given., From Equation
{4.3-4), this frequency is also the point at which the input-
output frequency response departs by 3 dB from that of an.
ideal discriminator.

In the simulation program, the loop filter is a digital
approximation of the filter of Figure 4.3-6, obtained using
the bilinear transformation. The integrator in the baseband
PLL model is implemented as a simple rectangular integration.
The PLL gain is variable on input.

The PLL output, which is the RF demodulator's esti-
mate of the baseband signal, may be optionally passed through
either or both of two demultiplexing filters to separate the
TV and PSK portions of the signal. These filters are identi-
cal to the premultiplexing filters used in FUNCTION SIGIN,
except for differences due to the difference in sampling rates.
The TV and PSK signals are then passed to SUBROUTINE EVAL,
which determines error probability in the PSK signal, and
signal-to-noise ratio in the TV signal. This subroutine
includes a PSK detection routine, which correlates the
received signal with an appropriately delayed local subcarrier,
sums over a bit interval, and checks the sequence of bit
decisions against the known data seguence to determine the
number of errors.
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The analog portlon of the subroutine measures test
tone-to—noise ratio using a digital version of the device
illustrated in Figure 4.3-10, The upper branch of this device
in essence computes the power in the output of a narrowband
filter centered at the specified frequency, whose bandwidth
is of the order of the reciprocal of the total simulation
run time T. If the input to this device is a pure tone
a sin &ult+9), then the "signal power" output can be shown
to be

a

Y_= -2—

wlT wlT

2 sinuiT 2-‘ sin(2wlT+29)—sin2G -
1+ (4.3-5)

which is the actual signal power perturbed by error terms which
diminish as T increases. When noise is present in the input,
there is an additional contribution to ¥. Thus, Y can be
written '

2

a

Y =% [1 + eS'(T)] + e, (T)

where eg(T) consists of the error terms from Equation (4.3-5),
and ep (T} accounts for the effects of noise (and depends on
signal as well as noise). The magnitude of en(T) is related
to the noise bandwidth of the filter, which is, in turn,
proportional to 1/T.

The estimate of the noise power is .obtained by sub-
tracting ¥ from the total power Z. Thus, the estimate of
signal-to-noise ratio is

Y
SNRost = 7o¥
2
Letting N = 2 - %— denote the true npise power, this becomes
2 ) 2 .
a1 +e_(T) + -2 e_(T)
SNR, ., = 5 i @ 0
est 2N 2 1
l-a" eS(T) - § en(T)
2N

Expanding in a two—varlable Taylor series about eS(T) =0 and
en(T) =0, and letting P=a2/2N denote the true signal- to-noise
ratio, thlS reduces to

~ 1l p+1
SNReSt~ P[l+(l+P)es(T)+ﬁ- > e, (T)]
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If T is an integer multiple of the period of the
tone, then eg(T) vanishes; otherwise the error contribution
from the term (l+Pleg(T) decreases slowly with T, and at
high signal-to-noise ratios can seriously affect the accuracy

of the measurement.

: At high signal-to-noise ratio, e, (T) is dominated
by signal X noise contributions, and is thus proportional to
a and YN, and inversely proportional to T; accordingly, the

third term in the brackets is approximated as

P+l o a 1 _ '
—p- e (T) =] k_m T = ﬁkWT, p—rm

2

n

where k is a proportionality constant. As the signal-to-
noise ratio being measured is increased, therefore, to .
preserve the same accuracy, the simulation time must increase
as the square root of the signal-to-noise ratio. At low
signal-to-noise ratios, ep(T) is dominated by noise X noise,
and is proportional to N and inversely proportional to T;
therefore '

1 p+1 '
X e (T)~k/PT pP—» 0

In this case, T must increase as 1/p as pis reduced.

The general conclusion is that T should be a large
integer multiple of the tone period. An effective means of
determining the required value of T for a given SNR is to
increase T until no substantial change in the measured SNR
is observed. The guidelines established above can then be
applied to select run times for other SNR's.

4.4 Reference
4-1 Abramowitz, M., and I, A. Stegun, Handbook of

Mathematical Functions (AMS-55), National Bureau of
Standards, 1964, Section 26.8.
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5.0 QUANTITATIVE RESULTS FOR STUDY TASKS

: ‘This section addresses specifically the six tasks
briefly introduced in Section 1.2, and presents the quantitative
results applicable to these tasks. For the most part, the digi-
tal computer simulations discussed previously have been used to
obtain these results. The efforts reported here furnish fairly
complete and detailed examples of the use of the simulation pro-
grams. These results assume specific modulation parameters, fil-
ter bandwidths, and TWT characteristics, which were either
obtained from existing TDRS and Shuttle documentation, or sug-
gested as appropriate by the Technical Monitor. However, the
flexibility and modularity of the programs facilitates carrying
out similar runs for different parameters. The results of this
section can be used as guidelines and examples for operating the
simulation programs under different configurations.

Tasks 1 through 6 are discussed separately in Para-
graphs 5.1 through 5.6.

5.1 Performance of the FDM/FM Link

The composite video-data signal is modeled as a pure
tone of frequency 300 kHz multiplexed with a PSK signal of data
rate 1.92 Mb/s and subcarrier frequency of 8.5 MHz. The test
tone is a poor model of a video waveform for many purposes, but
since the intention is only to measure output signal-to-noise
ratio, this simple model is reasonable. (Accurate modeling of
video signals was outside the scope of this study; however, with
minor modifications of the programs, better signal models could
be implemented, if desired.) The RF deviations chosen were
Af] = 11 MHz for the TV signal and Af, = 5.4 MHz for the PSK
signal. The constituent signals were filtered prior to multi-
plexing, as discussed in Paragraph 4.3, and the narrowband TDRS
input bandwidth (88 MHz) was employed. The input signal ampli-
tude was chosen as 0.44 Eg,y, resulting in a nominal output level
3 dB below the saturation output level. At the ground receiver,
a phase-locked loop gain of 2.7 x 108 was used. From Figure
4.3-9, this places the 3 dB point of the loop frequency response
at the subcarrier frequency, 8.5 MHz, It will be shown later
that even at very high signal-to-ncise ratios, the PLL does not
operate in a fully linear mode with this ioop gain, and that the
gain must be increased significantly to achieve linearity. How-
ever, the increased noise bandwidth which results when higher
gains are used actually leads to poorer performance,

The first step in operating the simulation is to

determine the appropriate delay and phasing of the local sub-
carrier oscillator and bit synchronizer. While bit timing and
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subcarrier phasing are known at the point of signal generation
(FUNCTION SIGIN), the effects of filtering at various points of
the system must be included. Unlike the actual receiver, the
simulation program does not include routines for extracting
synchronization from the PSK signal. This information must be
determined in advance by the user. The most direct way to
obtain this information is by inspection of a printout of the
PSK signal at the demultiplexing filter output (or PLL output if
no demultiplexing filter is used). Since the delay is indepen-
dent of signal-to-noise ratio, a printout obtained under noise-
less conditions can be used. The local correlator is programmed
to correlate with a subcarrier in sine phase relative to the
delayed starting time. Thus, the printout is inspected to find
sine phases at bit transition times. In order to facilitate
locating the data pattern, the starting point in the PN sequence
is selected in such a way that the first several data bits are
-1, +1, -1, +1, +1, +1,. . . . .

The technique is illustrated in Figure 5.5-1, which
shows a portion of the PSK demultiplexing filter output.
Although it cannot be confidently verified from this relatively
short segment, study of a long record shows that the first data
bit begins at sample time 109. Thus a correlator delay of 108
samples should be used for this case, in which both premultiplex-
ing and demultiplexing filters are present. When only one of
these filters is used, the delay should be chosen as 60 samples,
and when neither is used, the delay should be 12 samples. These
values were found by 1nspectlon of the printouts and corroborated
by considering the frequency responses of all filters in the sys-
tem and verifying that the delays they introduce agree with the:
delays found by inspection.

For other filter characteristics and PLL parameters,
the delays will be different, but the same technique can be
applied. Establishment of synchronization by this method is
somewhat tedious, but it avoids the need for complicated synch-
ronization modules in the program, and the associated increase
in run time.

With PSK detector timing established, the simulation
can be run for as long as required to draw statistically sound
conclusions. Generally, it 1s desirable to process a large
integer number of cycles of the 300 kHz tone in order to make
the SNR calculation as accurate as possible. The runs reported
subsequently extend for 66,667 samples (following the 108-
sample delay), which yields 100 cycles of the tone, and 639 bits
of the PSK signal. Statistical significance with regard to
error probability, for example, is thus limited to error rates
of the order of 10~2 and higher, which is much greater than the
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range usually desired. However, as has been argued previously,
making runs 1029 enough to obtain ¢redible measurements of error
rates near 10~ ® is not reasonable.

. Figure 5.1-2 illustrates signal-to-noise ratio meas-
ured at the lowpass demultiplexing filter output for a variety
of uplink and downlink signal-to-noise ratios. Uplink SNR is
taken to be the ratio of input signal power to noise power in
the 88 MHz TDRS input bandwidth. Downlink signal power is

taken to be the power in a signal of nominal output amplitude
" level (i.e., TWT output amplitude when driven by the given input
amplitude in the absence of uplink noise). Downlink SNR is the
ratio of this power to the noise power in the receiver's IF
bandwidth.

Equation (3.3-5) can be used to predict performance
at high uplink and downlink signal-to-noise ratios. Upon
substitution of the appropriate parameters, when the downlink
SNR is much higher than the uplink SNR, Equation (3.3-5) indi-
cates that the output SNR will exceed the uplink SNR by 22 dB.
When the uplink SNR is much higher than the downlink SNR, the
output SNR will exceed the downlink SKR by 19 dB. These
asymptotes are alsoc plotted in Figure 5.1-2. The simulation
results are seen to be in reasonable agreement with these
predictions.

Error probability in the PSK signal is illustrated
by Figure 5.1-3, Comparison of these error probability and SNR
results with those of a linear repeater is deferred to Para-
graph 5.6. ' :

Another quantity of interest in the FDM/FM system is
the RMS phase tracking error of the PLL, which is an indicator
of the linearity of the loop. The results, shown in Figure
5.1-4, indicate that substantial error exists even at high SNR.
The reason for this is that the loop frequency response does
not extend as far as the composite signal bandwidth. Increas-
‘ing the PLL gain improves the linearity of the PLL by expanding
the bandwidth, but actually degrades overall performance,
except at high SNR, This effect is demonstrated in Table 5.1-1
in which error probability, output SNRé and loop tracking error
are compared for PLL gains of 2.7 x 10° and 109,

5.2 Performance of High Rate Digital Links

The NRZ-L PSK simulation program was run for various
uplink and downlink signal-to-noise ratios for runs of 1000 bits
to obtain the results shown in Figure 5.2-1. The data rate was
selected as 100 Mb/s. Uplink SNR is defined, as before, as the
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Table 5.1-1

System Performance as a Function of PLL Gain

Gain
Uplink { Downlink
SNR SNR _
2.7 x 108 109

3 4B 5 dB PL = 0.077 P, = 0.163
SNR = 11,1 dB SNE = 5.6 dB
epmg = 097 epug = 0-57

9 4B 5 dB P, = 0.019 Pp = 0.075
SNR = 14.7 dB SNR = 9.5 dB
eRMS = 0,79 eRMS = 0.44

9 4B 20 dB 3 _
Pp = 0 Pp = 0
SNR = 29,2 dB SNR = 29.3 3B
eRMS'_ 0.48 - eRMS = {0.18
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ratio of power in the input signal to noise power in the wide-
band TDRS input bandwidth (225 MHz). In the downlink, Eb/No is
the ratio of bit energy of a signal at the nominal TWT output
amplitude to noise spectral density, or equivalently, the ratio
of power in the nominal ocutput signal to noise power in a band-
width equal to the data rate (100 MHz). For these runs, a back-
off of 0.44 was again used. The correlator phase is chosen as

o = tan" [FTEY i SE)/E(E) cos 9 (E))
as discussed in Paragraph 3.2.,1. This angle is a function of
backoff and uplink SNR, and can be determined as discussed in
- Paragraph 3.1. For 8= 0.44, the values of o for various uplink
SNR's are listed in Table 5.2-1.
Table 5.2-1

Correlator Phase for Various SNR's

Uplink SNR, 4B o
-3 32.2°

0 28,7°

3 25.6°

6 23.4°

9 22,0°

12 21.2°

Figure 5.2-2 illustrates results for the split-phase
PSK simulation runs. These are also 1000-bit runs, but with 30
Mb/s data rate and narrowband TDRS input (88 MHz). The backoff
was again B8 = 0.44, and the correlator phases listed in Table
5.2-1 were used.

5.3 Performance of the Analog TV/FM Link

To study the TV/FM system, one simply sets the PSK
deviation to zero in the FDM/FM simulation program. Lowpass
demultiplexing filter output SNR is shown in Figure 5.3-1. For
simplicity, only one downlink SNR is shown. The 300 kHz test-
tone model for TV is again used, with deviation Af; = 11 MHz.

'4
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As before, the backoff is 8= 0.44, the narrowband TDRS input is
used, and the PLL gain is 2.7 x 108, The length of the run is
100 cycles of the tone.

For comparison, the corresponding curve from Figure
5.1-2 is included. As expected, at high SNR, performance is the
same whether the PSK subcarrier is present or not, while at lower
SNR, the presence of the subcarrier degrades the TV signal.

Figure 5.3-2 illustrates the PLL RMS error for this
configuration, as well as the error when the PSK is inc¢luded.
The error is substantially smaller when the stressing by the 8.5
MHz subcarrier is removed.

5.4 Filtering and TWT Effects on Spread-Spectrum Signals

In contrast with the other study tasks, Task 4 is con-
cerned with the forward link. In order to satisfy CCIR regula-
tions on received power density at the earth's surface, the
spectrum of the signal transmitted by TDRS must be spread over.
a wider band than that actually required for the baseband com-
mand data.- Task 4 is concerned with the degradation due to ‘
the filtering and nonlinear amplification of this signal by TDRS.
A model of the system under study is shown in Figure 5.4-1l. The
reasonable assumption is made that uplink noise is negligible.

DOWNLINK
NOISE
SIGNAL TDRS | | _,L
SOURCE FILTER| |TWT \\ RECEIVER
C(t)
| t
GROUND -

FIGURE 5.4-1. SIMPLIFIED MODEL OF THE FORWARD LINK

There are several system configurations to be con-
sidered, both at S- and Ky~-band, In the S-band link, the data
signal, which generally consists of time multiplexed command,
synchronization, and digitized voice, has a data rate of either
32 kb/s or 72 kb/s.  This baseband information signal is encoded
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by a rate-1/3 convolutional encoder, yielding either 96 kb/s

or 216 kb/s, and converted to split-phase. Spectrum spreading is
achieved by mixing with a PN sequence of chip rate 10.368 Mc/s
and period 2047. This results in a spreading ratio of 24 chips
per half-bit of the high rate encoded sequence, or 54 chips per
half-bit of the low rate encoded sequence. The S-band receive
bandwidth of the repeater is 20 MHz. The Ky-band link data
sequence has a rate of 972 kb/s, and is also encoded 3:1 to
2.916 Mb/s split-phase. This sequence is mixed with a PN
sequence of rate 11.664 Mc/s for a spread ratio of 2 chips per
half-bit. The Ky-band receive bandwidth is 50 MHz. These
guantities are summarized in Table 5.4-1. '

Table 5.4-1

Forward Link Spectrum—-Spreading Parameters

Encoded PN Code Chips

Data Rate, Chip Rate, - Per BW/Bit BW/Chip
Link "kb/s Mc/s Half Bit Rate Rate
S-band, - 94 10. 368 54 - 208.33 1.93
low rate
s-band, 216 10.368 24 92.59  1.93
high rate '
Ky~bkand 2,916 11.664 2 17.15 4.29

Note that while the filter bandwidths are narrow with
respect to the chip rate, they are wide with respect to the bit
rate. Accordingly, while interchip interference will be sub-
stantial, interbit interference is negligible.

At the receiver, coherent mixing with a local oscil-
lator is performed, including mixing with a synchronized replica
of the PN sequence to despread the spectrum. The resulting wave-
form is split-phase integrated over a bit time. The integrator
outputs are fed to a Viterbi decoder which decodes the rate-1/3
convolutional code and outputs the estimate of the data sequence.
In order to avoid considering the encoder/decoder performance,
the approach discussed in Paragraph 2.4.1 is again employed.

That is, a system is hypothesized which makes hard decisions on
each bit at the correlator output. While the performance of
such a hard-decision device will be inferior to that of the soft-
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decision receiver actually used, it is not anticipated that the
degradation in performance due to filtering and nonlinear ampli-
fication will differ significantly for the two systems.

‘ The assumption of hard bit decisions and the lack of
appreciable interbit interference justifies looking at the sys-
tem on a bit-by-bit basis. The general approach to the prob-
lem is best understood by reference to Figure 5.4-2 The com-
ponent labelled "distorter" represents any function hav1ng the
property

D(-s(t)) = -D(s(t))

so that the signals transmitted over the channel, although
distorted, are still antipodal, and the receiver has the ,
‘classical problem of deciding between D(s,(t)) and -D(s5(t))
received in the presence of white Gau551an noise. The optimum
receiver consists of a filter matched to D(sg(t)) with decisions
made according to the sign of the response at the end of a bit
interval; its error probability is given by

PE, opt = Q(VzﬁkNé)

where £ is the energy in D{sg,{t)). Any reduction in signal
energy as the signal passes through the distorter thus counts as
degradation in the best achievable performance.

: n{t)
BINARY [£s(t) tD(so(t)) fL\
ANTIPODAL. : "DISTORTER"
SIGNAL D(-) ANV
SOURCE

FIGURE 5.4-2. MODEL FOR DEGRADATION CALCULATIONS

The receiver actually used, however, is often not
matched to D(sg(t)), but rather to sg(t). This mismatch causes
additional performance degradation over that attrlbutable to
energy reduction. That is, if
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s, (t) = VE u(t)
where u(t) has unit energy, and D(sg(t)) is written in the form
D(s (t)) = /E Q(t)

where U(t) has unit energy, then a filter matched to u(t) will
have average output

v =pVE
T
.where P = fu(t)’ﬁ(t)dt, and the error probability will thus be
o
Py = Q(Jzﬁpz/No)
with a total degradation in decibels given by

d = -10 log,, {pzﬁyE}

relative to the optimum receiver for the nondistorted signal.
Of this amount, -10 1og10 (E/E) dB is attributable to energy
loss and -10 logjgP? dB is attrlbutable to recelver mismatch.

To apply this abstract model to a specific situation
of interest, suppose first that the distorter consists only of
an ideal lowpass filter of bandwidth W, and that so(t) is a
baseband pseudorandom seguence of +1 and -1 chips of chip rate
C. Assume that there are N such chips in sg(t). Since the
N-chip sequence is random (although known to the receiver) the
energy loss in filtering is a random variable. For a particular
sequence with output energy £, the error probability of the
optimum receiver is given by

ey = o (N, )

E

therefore, the average error probability is given by

5, = oV,
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(This is an average over an ensemble of signals and receivers,
and therefore of little practical significance, except as a bound
on the performance of any given receiver.) It is reasonable to
define degradation as the energy loss which would make error
probability equal to this average. This quantity is difficult

to evaluate exactly, but is easy to bound, arguing as follows.
Since Q{+) is a convex function '

Q [2@/1«0} !5) > of [Z’E\/NO] ;‘)

Hence, the degradation d, as defined above, is bounded by

d 2 -10 logy, (E/E)

But the average output energy E is gimply the bit duration N/C
times the awverage power in the output of an ideal filter of
bandwidth W driven by a random binary sequence of rate C and
average power EC/N. Such a signal has power spectral density
given by

_E sin wf/C 2
Sif) = N ( mE/C )
so that
_ W
P 2
2 sinmwf/C
> -
d = -10 109'10{(:_[( 7E/C ) df}
O

This'simple bound on the degradation due to filtering a baseband
signal is plotted in Figure 5.4-3.

In applying the technique to the model of Figure 5.4-1,
the distorter consists of the cascade of TDRS input filter and
TWT. Note that since signaling is coherent, the baseband model
can be used, with the filter represented as a lowpass filter and
the TWT as an operation on the complex envelope. Because the
TWT introduces a phase shift, the correlator phase at the
receiver must be adjusted to be in approximate coherence with
the TWT output signal. The input filter was arbitrarily modelled
as a 51-tap nonrecursive lowpass digital filter with linear phase
and variable bandwidth. The TWT characteristics of Figure 2.2-1
were used. To generate a PN sequence of length 2047, the maximal-
length shift register shown in Figure 5.4-4 was used, and various
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48-chip segments of the sequence were considered as the signal
sequence (with the second 24 chips appearing as complements
because of the split-~phasing). Use of 24 chips per half-bit
corresponds to the high-rate S-band link configuration. The

TDRS input signal level was taken to be Eg,¢; that is, the TWT

is operated at saturation except for the effects of the filter

on TWT input amplitude. Since the AM-to-PM conversion at satura-
tion is 42°, the correlator phase is adjusted to this value. This
is not the best choice of correlator phase when the signal is
heavily filtered, and should be replaced by some "average" phase
shift, but it is not clear exactly what this average should be.

(T
J/

FIGURE 5.4-4. GENERATOR FOR PN SEQUENCE.
OF LENGTH 2047.

It is desired to bound the degradation as before by
finding the average energy reduction and receiver mismatch upon
passing split-phase PN sequence segments through the filter-TWT
cascade. It can be argued that the TWT actually amplifies the
signal and thus enhances rather than reduces signal energy, in
spite of the filtering and nonlinearity. This difficulty can
be partially circumvented by using the normalized characteristics
(unity output amplitude at saturation), but the normalized curves
still yield somewhat greater output power than input power if the
TWT is operated at or below saturation. The degradation results
obtained using this model can be interpreted as degradation vis-
a-vis an unfiltered linear repeater with unity output amplitude
at unity input amplitude; the degradation relative to an unfil-
tered linear repeater with the same average power gain as the
TWT may be greater.

Exact determination of the average energy reduction
and mismatch would require averaging the results for each of the
2047 possible starting chips in the PN sequence, which would
involve considerable computation. Instead, a Monte Carle tech-
nique was used, in which 50 starting points were selected ran-
domly and the average energy reduction and mismatch for these
50 signals was computed for various ratios of filter bandwidth
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to chip rate. The results are plotted versus the ratio of the
filter's one-sided equivalent white-noise bandwidth Wgqn to the
chip rate, as the curve labelled "partial average" in Figure
5.4-5. Provided that this partial average accurately reflects
the actual average energy reduction and mismatch, this curve
is a lower bound to degradation due to the filter-TWT cascade.

It is clear that the degradation can be upper bounded
by finding the maximum energy reduction and mismatch over all
possible signal sequences. This maximum was also obtained for
the same 50 random starting points and the results are shown as
the curve labelled "partial maximum" in Figure 5.4-5. Since
this is a maximum over a relatively small number of signals,
however, it is not a true upper bound on degradation.

As a check on these Monte Carlo results, the entire
set of 2047 possible starting points was exhaustively searched
for a bandwidth-to-chip rate ratio of 1.096. The average and
maximum are shown as the points labelled "true average" and
"true maximum" on Figure 5.4-5., It can be inferred from this
that the average computed by the Monte Carlo technique is quite
accurate, and that the partial average curve is, therefore, a
reliable lower bound to degradation. It is also reasonable to
believe that the partial maximum curve is within a few tenths
of a decibel of the true upper bound.

For the high~rate S-band link, Table 5.4-1 indicates
a bandwidth to chip rate ratio of 1.93. Thus, the equivalent
lowpass ratio is Wgg/C = 0.965. Referring to Figure 5.4-5, the
degradation using tgis particular filter and TWT is expected to
be approximately 0.9 dB. There is no reason to suspect that the.
difference in number of chips per bit would have any consider-.
able effect, and thus the low-rate S-band link would suffer simi-
lar degradation (limited Monte Carlo runs with 54 chips per half
bit support this claim.) In the Ky-band link, the bandwidth to
chip rate ratio is large enough that degradation is negligible.

Finally it should be remarked that the degradation
due to the filter - TWT cascade is actually slightly less than
that due to the filter alone. That is, insertion of the TWT
improves the situation with regard to the quantity being meas-
ured. There are two reasons why the TWT has this effect.
First, as noted above, the energy at the TWT output is slightly
greater than at its input. Secondly, the amplitude character-
istic of the TWT is such that it attempts to restore some of
the squareness of the pulses which was smoothed out by filtering.
Thus, the TWT partially ameliorates the effect of the filter on
the signal.
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5.5 Blackout Reduction at Ku-Band

The phenomenon of communication blackout during
re-entry is familiar to even the most casual follower of the
manned space program. The cause of this phenomenon lies in the
interaction of the electromagnetic field of the transmitting
antenna with the plasma sheath which surrounds the vehicle.

The blackout problem has received attention from NASA for a num-
ber of years, and several techniques have been proposed to reduce
the attenuation, including the use of high carrier frequencies.

One example is the design and fabrication by Radiation Incorporated
{now HARRIS Electronic Systems Division) of a tracklng and telem-
etry rece1V1ng system operating at 35 GHz. This system was
delivered in 1965 to NASA Marshall Space Flight Center under
Contract No. NAS 8-11857.

This section contains a brief tutorial discussion of
the plasma blackout problem and shows why the use of EKy-band
and higher carrier frequencies can reduce the blackout. For
reasons which will become apparent, accurate determination of
the extent to which blackout can be reduced will require experi-
mental investigation.

When a vehicle enters the earth's atmosphere at high
speed, typically several km/s, intense heat is built up near the
surface because of friction. The heat is sufficient to ionize
molecules of the atmosphere. The "gas" of ionized partlcles
surrounding the vehicle constitutes a plasma. Ions in a plasma
oscillate with a resonant frequency which is proportional to the

. square root of the ion density and inversely proportional to the
square root of the ion mass. Since electrons are much lighter
than positive ions, the resonant frequency for electrons is much
higher than that for positive ions and is typically the dominant
consideration. An external electromagnetic wave oscillating at

~a frequency near the plasma frequency combines with the plasma in
such a way that the energy is almost completely reflected and
does not penetrate the plasma. For frequencies less than the
plasma frequency, a severely attenuated signal passes through
the plasma. However, if the field frequency is greater than the
plasma frequency, the plasma has very little effect. The
rapidity with which the attenuation decreases as the field fre-
gquency increases past the plasma frequency depends, to some
extent, on the frequency of particle collisions in the plasma
but is typically quite rapid., Therefore, a general rule is that
carrier frequencies in excess of the plasma frequency will be
relatively immune to blackout.

As noted above, the plasma fregquency is related to the

ion density in the plasma. At the beginning of reentry, where
the atmosphere is rare, there are relatively few molecules and,
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hence, ion density is small. As the atmosphere becomes denser,
the ion density increases and the plasma frequency increases.
The vehicle slows as it penetrates deeper into the atmosphere,
however, and this reduced velocity induces less heat. Even-
tually, although molecule density is high, a relatively small.
fraction is ionized and the plasma fregquency decreases. Thus,
over the reentry time, the plasma frequency builds up to a maxi-
mum and then diminishes. The interval over which the plasma
frequency exceeds the carrier frequency is the blackout internal.
1f the carrier frequency is greater than the maximum plasma fre-
gquency, there is essentially no blackout. '

The maximum plasma frequency depends on such particu-
“lars as the shape and angle of attack of the vehicle. Moreover,
the maximum plasma frequency will be different at different
parts of the vehicle. Analysis is hopeless for all but trivial
shapes. A considerable body of literature exists describing
experimental measurements of maximum plasma frequency. For
example, the Apollo reentry vehicle, whose reentry velocity is
approximately 11 km/s, has been found to have a maximum plasma
frequency of 250 GHz at the worst point on the capsule surface.
However, at the antenna location on the capsule, the maximum
plasma frequency is 15 GHz. Because of the aerodynamic design
of the Shuttle Orbiter, the maximum plasma frequency is likely
to be smaller for similar reentry velocity.

In summary, plasma blackout during Orbiter reentry
depends on reentry velocity, attitude, and placement of the
antenna on board the vehicle as well as the carrier frequency.
While these dependencies prevent certain prediction of the
blackout phenomenon, past experience suggests that the use of
a Ky-band carrier (at 15 GHz) may well eliminate blackout or
hold the duration to a short time.

A lucid discussion of the blackout problem and a
summary of experimental plasma measurements and teihn' ues to
reduce its effects is given by Rybak and Churchill 5‘1?.

5.6 Degradation Due to Repeater Nonlinearity

Task 6 has as its chief objective the comparison of a
communication link using a TWT repeater with a link using a
purely linear repeater. It should be noted parenthetically that
a nonlinear repeater is not pecessarily worse than a linear
repeater; Jain and Blachman [5~2], for example, cite cases in
which an ideal hard limiter outperforms a linear repeater.
However, the results to be presented in this section all show
some degradation in comparison with linear repeaters.



There is some ambiguity in the concept of equivalence
between linear and nonlinear repeaters. For the purposes of this
section, a linear repeater will be said to be equivalent to a
given TWT at a specified backoff B, if the voltage gain of the
linear repeater equals that of the nonlinear repeater at that
backoff. This is illustrated in Figure 5.6-1. There are other,
equally valid, definitions of equivalence. For example, the
repeaters could be considered equivalent if the total output
powers were equal when driven at the same level with the same
input signal-to-noise ratio. A disadvantage of the latter defi-
nition is that the gain of the equivalent linear repeater depends
upon the input SNR as well as the nominal drive level (backoff),
whereas in the former definition, it depends only on the nominal
drive level. The point is that different definitions of equiva-
lence will lead to different measurements of degradation. The
results reported here will assume the definition implied by
Figure 5.6-1.

, Figure 5.6-2(a) illustrates a model of a linear relay
link. Assuming that H(f) is an ideal filter of bandwidth 2w
centered at the carrier frequency, this system is equivalent to
the one-link model of Figure 5.6-2(b); the equivalent noise
process nNeg(t) has a one-sided power spectrum in the vicinity of
fo, as illdstrated by Figure 5.6-2(c). If the filter is wide
enough that the signal s(t) passes undistorted, then the SNR in
the receiver's IF bandwidth Brp 1S

K2 g2 (t)

SNR = >
(Zo + K No) B

Ir

If uplink noise dominates, (K2N,>Z,), the repeater has no real
effect, while if downlink noise dominates (2o®»K2Ng), the SNR
is improved by a factor equal to the power gain Ke.

Of the signals of interest in this study, only the FDM/
FM signal's bandwidth is such that it passes the TDRS input fil-
ter essentially undistorted. The TWT degradation is best seen
by referring to the "virtual channel" concept introduced in
Paragraph 3.3 in which the noise spectral density ng and carrier
amplitude c satisfy’ .

Z
2 = . p?y o+ 2.

2 - al °© " (p(a))?

(5.6-1)

Similarly, the model of Figure 5.6-2(b} can be thought of as a
virtual channel for which the noise spectral density (over the
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FIGURE 5.6-1. A TYPICAL TWT CHARACTERISTIC AND ITS
LINEAR EQUIVALENT AT OPERATING POINT A.
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FIGURE 5.6-2. MODEL OF A LINEAR REPEATER LINK. {a) LINEAR
REPEATER LINK. (b) EQUIVALENT MODEL. (c) ONE-SIDED
POWER SPECTRAL DENSITY OF ng.(t).
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bandwidth'of interest) is n ' =‘K2No + Zo’ and the carrier ampli-
tude is ¢ = AK; therefore
n_ KN+ Z
(o} _ o} “o
2 2.2
(c|) A"K

Moreover, the definition of equivalence implies that F(A) = KA;
thus

n N 2z .
o 5 = ‘2’ + ) 5 (5.6-2)
A (F (7))

comparison of Equation (5.6-1) and Equation {(5.6-2) shows that
the degradation induced by the TWT appears as an additional
additive term in the noise power spectrum, whose magnitude is
related to the slope of the AM-to-PM conversion characteristic
at the operating point.

When the downlink noise dominates, this contribution
is negligible, but when uplink noise dominates, the degradation
due to the nonlinearity is

2
n_/jc 2 2
0 - b+ 1/A = 1+ Azb

n |A 2
AL

At the operating point 8 = 0.44 which has been assumed hereto-
fore, reference to Figure 2.2-1(b) reveals that the slope of
G(E) is approximately 600/Eg,+ degrees per volt, or about 1/Eg.: -
radians per volt. Degradation is thus .

2 2 2
(0.44)_ E.a

n _/c
o 1+ t

v v, 2 - E 2
no/(c) sat

or about 0.8 dB. This estimate applies only at high signal-to-
noise ratio, where the "virtual channel" concept is valid.

~ 1.194

To determine degradation at lower signal-to-noise
ratios, the simulation program can be used. A linear repeater
is implemented by selecting the normalized amplitude nonlinear-
ity f£(u) = Ku, and the normalized AM~to-PM conversion g(u) = 0.
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The results for a high downlink SNR are illustrated in Figure
5.6-3, along with the corresponding curve from Figure 5.1-2.

While the same analytical approach followed above can
be used to find the performance of a PSK system using a wideband
linear repeater, the results are somewhat misleading in the
present application because the PSK signals accessing the
repeater are actually significantly affected by the TDRS: input
_filter. Thus, use of the simulation program with a linear
repeater characteristic provides a better estimate.

Figure 5.6-4 illustrates error probability for the
NRZ-I PSK signal curves for the TWT and an equivalent linear
repeater with the same filters. Figure 5.6-5 is a similar set
of results for the split-phase PSK signal. These results are
obtained from the simulatians. Also shown is the error prob-
ability for an equivalent linear repeater without significant
filtering. Although there is substantial degradation between
the unfiltered linear link and the TWT link, most of the degra-
dation is due to filtering rather than to the nonlinearity. For
clarity, only a downlink Ep/Ng of 10 dB is shown. The apparent
crossover of the TWT and linear repeater curves in Figure 5.6-5
occurs in a reion of very low confidence and should probably be
ignored.

7 The general conclusion of these analytical and simu-
lation results is that the degradation due to the nonlinearity is
of the order of 1 dB relative to an equivalent linear repeater
with the same nominal gain at the drive level. '
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APPENDIX A

EQUIVALENT BASEBAND REPRESENTATION OF AN RI SYS'TEM

In order to present a practlcal approach to digital
computer simulation of an RF system, it is necessary to remove
the RF frequency dependence from the simulation problem. This
objective is realized through use of an equivalent baseband sys-
tem representation. Such a representatlon of a linear, time
invariant, bandpass system is developed in this appendlx. In
addition, an equivalent baseband filter function which is repre-
sentative of common bandpass filter types is presented.

of general interest is the system illustrated by
Figure A-1, which has impulse response h(t). This system is
assumed to have an input passband centered at frequency £,.. The
system is excited by an angle modulated carrier characterlzed as
a narrowband signal. The frequency of the modulated carrier is
denoted as £ and it is assumed offset from the system input
band-center according to £, -dé. This situation is illus-

o :

trated in Figure A-2.

x(£) ——] h(t) — y(t)

FIGURE A-1. BANDPASS SYSTEM

i
-
-

Hh

fc fO
FIGURE A-2. SYSTEM INPUT PASSBAND

A general expression for the input signal with band-
width B is

x{t) = R(t) cos [wot + ¢(t)]



with ¢ (t) representing an angle modulated carrier at frequency

fc- The output of the system is given by the convolution integral
. :
yt) =f R(t -7) cos [wo(t -T) + Pl - ‘:")]h('r)d‘r

B

=
Re le:""otf R(t - T)eI®t =T INCIEES
-0 .

where

A : —jwbt A

h(t) = hi{t)e {(a-1)"
Défining

X(t) = R(r)eI PE),

o0
v(t) =f xt - 7 Rinar (a-2)
—00 :

is the complex envelope of the .output signdl. In terms of the
complex envelope, the real output signal is given by

vit) = |¥(t)] cos[}bt + tan”t Im(Y(t))/Re(Y(t)ﬂ]

For purposes of system simulation, the bandpass system reduces
to the baseband system shown in Figure A-3.

X (t) A(t) ——— Y (£)

FIGURE A-3. EQUIVALENT BASEBAND SYSTEM.

Baseband Equivalent of a Bandpass Filter

Bandpass filter design is often accomplished in terms
of a lowpass filter characteristic which is subsequently trans-
formed to a bandpass filter. For simulation purposes, the



bandpass filter undergoes another transformation to yield the
desired baseband equivalent filter function. The various fre-
quency variables of interest here are defined as follows:

p = lowpass complex frequency
s = bandpass complex frequency
g = equivalent baseband complex frequency
A commonly used lowpass—to-bandpass trahsform&tion is
| 52 + wc2 | |
p = S (A-3)

while the conversion of bandpass to equivalent baseband implied -
by Equation (A-1) is accomplished by the transformation

s =g+ ju, - * ' - (a-4)

A lowpass filter function exhibiting unit DC gain can
be expressed as -

PPy -+ By -
(P +py) ... (P + pp)

H(p) =

Considering transformation of a single factor according
to Egquation (A-3),

P . S
H, (p) = ———2—me —> pl. = H, (s)
* P+P s% + p.s +w? +
: i c

Using Egquation (A-4), Hj(s) transforms to the baseband équivalent

‘ pila + Jw)) .

where




If, as is usually the case, pj<«W, and p; Ku,, H; (@) is closely
approximated by

Pjlq + Juw )

By (@) Pi . ' Py .
g+ —S5— +Jijlw, -w)lla+ 2,+3(u0+wc)

The equivalént baseband filter now becomes

' n
H{g) = 11 H (q)
. i =1

The magnitude of the filter frequency response as the filter
undergoes transformation according to Equations (A-3) and {A-4)
'is represented by Figure A-4. :

Simplifications Under Narrowband Conditions

Solving Equation (A-3) for the bandpass frequency
variable s yields

S D s

- 2 C

Under narrowband conditions, complex frequencies p in the pass-
band of the lowpass filter satisfy |p |« @wg. Accordingly, over
the passband of the bandpass filter, Equation (A-5) becomes

P, .
S~_-"‘"2 i‘_jwc

so that to a good approximation, the passband is linearly trans-
lated to +W, {(and halved in width). The transformation of
Equation (A-4) is another linear translation of the passband,
which leaves the bandwidth invariant. Thus the overall effect
on the passband is to halve the width, move the center from DC
to fg - fo, and generate an image of the passband at -(fy + f.).

Since the complex envelope is to be passed thfough this
filter, in accordance with Equation (A-2), the image at
~(f0 + fc) can be disregarded because the complex envelope is a
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(¢) Equivalent Baseband

FIGURE A-4. FILTER TRANSFORMATIONS



baseband signal. In addition, if fg = £,, as always assumed in
this study, then the baseband equivalent is centered at DC.
Therefore, the baseband equivalent of a filter obtained by apply-
ing Equation (A-3) to a lowpass filter, can be taken to be this
original lowpass filter with its bandwidth reduced by one-half.
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APPENDIX B

REPRESENTATION OF NONLINEARITIES

The simplest representation of a nonlinear component in
a system is by means of a functional equation relating input to
output. If the input and output are time functions, such a rela-
tionship has the form

y(t) = £(x(t))  (B-1)

A nonlinearity representable in this way is said to be memoryless,
since the output at time t is determined entirely by the input at
the same time.

It often happens that the signals of interest are
narrowband signals, representable in the form

x(t) = R(t) cos[}et + G(t)] , | ~ (B-2)

When such a signal is input to a memoryless nonlinearity, experi-
-ence suggests that the output will consist of modulated harmonics
of the carrier frequency; thus one is led to assume an output of
the form

o0

Z R, (t) cos [k%t + k@(t)} | (B-3)
k=20 '

y(t)

Blachman[B—llhas shown that the amplitudes of the harmonics Ry (t)
are nonlinear functions of the input amplitude R(t),

R, (t) = F) (R(t))

where the amplitude functions Fx(-) are obtained from the.input*
output function f(-) by the Chebyshev transform:

w
€
Fk(R) = -—1-',]'-{-—-_[ f (R cos W) cos k¥ aw
o



where €, = 1l and €y = 2, k>0. This transform, together with the
inversion technique developed by Blachman, provide a relatively
straightforward means of relating the instantaneous voltage
characteristic to envelope characteristics. For bandpass non-
linearities, the first harmonic term of (B-2) is the term of
interest, with the other harmonics effectively suppressed by a
zonal filter. The output of a memoryless bandpass nonlinearity
with a narrowband input is therefore,

y(t) = F (R(t)) cos [wct ¥ @(t)]

~ where the amplitude nonlinearity is given by

-
Fl(R) = —ﬁ—f £ (R cos ¥) ;:osllfdw

o

A traveling-wave tube driven by a signal of the form of
Equation (B-2) is known to have output given by

y{t) = F(R(t)) cos [wct + O(L) + G(R(t))] | (B-4)

To see that such a nonlinearity cannot be correctly modelled as
a single memoryless nonlinearity, note that whenever w t + &(t)
= +m/2, x(t) = 0 so that a memoryless nonlinearity, as given by
Equation (B-1), would exhibit the same output y(t) = £(0) at all
such times. However, Egquation (B-4) shows that the output at
such times is actually

y(£) = F(R(t)) cos [_t S +_G(R(t))] = + F(R(t)) sin G(R(t))

Kaye, George and Ericlﬁ‘z]have shown how much a nonlinearity can
be modelled as a pair of "quadrature" memoryless nonlinearities.
This is accomplished by rewriting Equation (B-4) in the form

y{t) = F(R(t)) cos G(R(t)) cos [wct + é(tﬂ

- F(R_(tj) sin G(R(t)) sin[wct + Q(t)]



Each of the "guadrature" amplitude nonlinearities

FC(R) F(R) cos G(R)

i

FS(R) F(R) sin G(R)

is memoryless and the corresponding instantaneous voltage trans-
fer characteristic could be obtained, if desired, by inverting
the Chebyshev transform. The TWT is then modelled as illustrated
in Figure ‘B-1. ‘

MEMORYLESS
NONLINEARITY

| . .
% (t) — é}—y-(t)

90° PHASE MEMORYLESS
SHIFTER NONLINEARITY

FIGURE B-1. QUADRATURE MODEL OF A TWT NONLINEARITY

This representation of the TWT is useful in appli-
cations where, for some reason, it is desired to work with
instantaneous voltage signals. In this study, the use of com-
plex envelope signal representations permits a simpler and more
direct model of the TWT effects. The complex envelope of a
signal of the form of Equation (B-2), given by

Il

X(t) = R{t) exp(jO(t)).
is mapped into

Y (t)

Il

F(R(t)) exp(j@(t) + jG(R(t)))

which is the complex envelope of Equation (B-4).
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APPENDIX C

IMPLEMENTATION OF DIGITAL FILTERS

Simulation of an analog filter on a digital computer
can be accomplished through use of digital filtering technigues.
The degree to which the simulation agrees with the analog filter
characteristics is basically a function of the sampling rate and
it is usually traded off against computer run-time requirements
for simulating a given system. Two types of digital filters,
recursive and nonrecursive, are briefly discussed in this appendix
along with the implementation approaches found useful in simulat-
ing the communications systems of interest in this study.

Recursive Lowpass Digital Filters

An nth order lowpass analog filter with unit DC gain
is described in the complex frequency domain by

P. ‘
= _ (C~1)

H(p) = [} =———
RETENN

where the p; are either real or occur in complex conjugate pairs
(if the impulse response.is real). Combining the conjugate pole
pairs leads to second-order factors of the form

- 2
PiP; * o [P
b +py)lp+pi®) p” + 2relp; fp + |p; |’

Il

(C-2}

Thus, H(p) can be represented as a product of first-order factors
of the form pij/{(p + pj) (associated with real poles) and second-
order factors of the form of Equation (C-2) (associated with
conjugate poles). :

~ In a straightforward manner, each factor can be trans-
formed into a first- or second-order digital filter via one of
several transformatigns. In the development presented here, the
bilinear z-transform [C—1 , -

oz =1
P=z¥1

(C-3)

is utilized. This transformation maps the jw axis of the p-plane
onto the unit circle of the z-plane, with the left-half p-plane



. mapped into the interior of the unit circle, preserving stability.
The bilinear transform induces a nonlinear warping of the fre-
quency scale, so that the critical frequencies used in filter
design must be prewarped according to

L
&% = tan (wcT/Z)

1
where W, represents a desired critical frequency, &, 1is the
corresponding prewarped analog filter critical frequency, and T
is the sampling interval. The analog filter is designed to the
prewarped critical %requencies, and transformation by Equation
(C-3) follows. The overall filter implementation is a cascade

of first- and second-order digital filters.*

Applying the bilinear transformation to a first-order
factor of the form

i® T p¥opg
yields
Ai(z + 1)
Hyle) = =555

and the correspondihg first~order difference equation is
yi(kT) = -Biyi(kT - T) + Aixi(kT) + Aixi(kT - T) (C-4)
with

Ai = Pl/ (Pl + 1)

*It is also possible to implement the filter as a parallel com-
bination, and it has been shown that a parallel realization is
slightly less susceptible to computational error than a cascade
realization. However, the parallel realization carries a greater
computational time requirement. It has been verified experimen-
tally during this study effort that a cascade of first- and
second-order elemental stages performs quite satisfactorily for
filter orders as high as 12, when programmed in floating point
arithmetic on a 24-bit machine. Thus, the cascade realization

is utilized here.

c-2



and

Bi = (pl - 1)/(}?1 + l)

Transforming a second-order factor of the form of Equation (C-2)
yields
Ki(z2

32'+ C.z + D.
“i i

+ 2z + l)

HiCZ) =

The corresponding difference equation is

y; (kT) = —[Ciyi (I - T) + Dy, (kT - 2T)]

+ K, [xi (1) + 2x; (T - ) + x, (kT - 2'1‘)] (C-5)

where

=
It

2
1= 1pyl7/84

9!
I

s =2l - 1)y

)
It

g= (- 2re{p, | + le;1%)/8;

™
i

(l + 2Relp;' + |pi|2)

Equatlons (C-4) and (C-5) are the equatlons actually
programmed in the software implementation of the filters. - Pro-
grams for determining the constants Aj, Bj, C;, Dj, and Kj for
digital Butterworth and Chebyshev lowpass filters have been
developed. Instructions for the use of these programs are given
in Appendix D.

Recursive Bandpass Digital Filters

As noted in Appendix A, one method of designing band-
pass filters is through the use of a lowpass-to-bandpass trans-
formation. Thus, an elemental first-order factor (redl or complex)

c-3



of a given lowpass transfer function undergoes transformation
as follows: :

P; p;s . pP.:S

1
—_ -

P+ B 2 2

X s + pis + wg

L]
.

(s + 8;) (s + 8] ) (C-6)

where W, is the bandpass center frequency. If pj is real, the
poles in the s-domain resulting from this transformation are a
conjugate pair. If pj is complex, the two poles of Equation
(C-6) are not conjugates, but the four poles obtained by apply-
ing Equation (C-6) to both p; and p;* occur in two conjugate
pairs. For example, refering to Figure C-1, the real pole at
-p) transforms to poles at -s; and -s; = -31*. The complex pole
at -pp transforms to poles at -sp and -sj3, which are not conju-
gates. However, the poles resulting from transforming the pole
at -p3 are at -s3* = -sp* and -s3 = -sp*. Thus, three conju~
gate palirs result. :

'In similar fashion, transformation of any n-pole low-
pass filter by the lowpass-to-bandpass transformation of Egquation
(C~6) will result in a transfer function whose poles occur in n
complex conjugate pairs. Each such pair corresponds to a real
second-order section, with the overall transfer function reali-
zed as the cascade of these n second-order sections. Each such
section has the form ‘ '

AE
(s + si)(s + si*)

H; (s) (c-7

Upon applying the bilinear transformation to (C-7), a
discrete-time transfer function ,

5
Ki(z 1) ‘
z2 + C,z + D.

: 1 i

Hi(z) =

is obtained, with corresponding difference equation

yi(kT) = -[Ciyi(kT --T) + Diyi(kT - 2T)]

+ K, [xi (kT) - x, (KT - ZT)]
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FIGURE C-1. EFFECT OF LOWPASS-TO-BANDPASS
TRANSFORMATION



The constants above are

Ry = |p3l78;

Q
I

-2/B4

o
il

i = (1= 2mefsy] + [yl % )sy

1 + 2ReIsi\

)
il

i

Programs for constructing bandpass Butterworth filters
have been developed and are discussed in Appendix D.

Nonrecursive Lowpass Digital Filters

The difference equatlons developed above show that in
general the output of recursive digital filters at time kT is a
linear combination of both past inputs and past outputs. Non-
recursive digital filters, in contrast, have outputs depending
only on past inputs; thus the dlfference equation for such a
filter has the form

y (KT) = Z hy x((k = 3)T) (c-8)
e |

Such filters have no poles and are, therefore, always stable.

It is possible, by proper selection of the constants hy, to
obtain precisely linear phase. The major drawback of %hese fil-
ters is that they generally require more arithmetic operations
to obtain a given selectivity than recursive filters.

Assume for 51mp1101ty, that N in Equation (C-8) is.
even, so that the sum contains an odd number of terms. If the
constants hJ are even about hN/Z’ i.e., :

h

N/2‘*j=hN/2+j 3 =0, 1, ceer N/2 (C-9)

then the frequency response of the filter can be shown to have
phase which is linear with frequency, so that no delay distor-
tion results when a signal is passed through the filter.



For design of linear-phase lowpass filters, the con-
stants hy,s2, hy/2 + 1/ ..., hy are selected to be samples of an
ideal lowpass filter impulse response (sin ({(ot)/at) weighted by
a "window" function to restrict the response to finite duration.
Thus ' ‘ :

o . sin ojT -

hN/Z + 4 w(3iT) - a3t 3 0, 1, ..., N/2

‘where the constant atdetermines the cutoff frequency. The con- ,
stants hg, hi, ..., hyyp - 1 are chosen to satisfy Equation (C-9).

The selection of the window function has cdnsiderable,'
effect on the frequency response. A common function is the Kaiser
window '

L _

' _ |=—F 1, (BY1 - (2¢/nT) 2 It | < NT/2

wit) = Io(ﬁ) © ( ) otherwise
O

The constant B governs the amount of out-of-band rejection of
the filter.

A program to construct nonrecursive lowpass filters
with a Kaiser window with 8 = 3.384 (yielding 40 dB out-of-band
attenuation) has been written and its use is discussed in
Appendix D. The theory of both recursive and nonrecursive digital
Cfilt z gesigns is discussed thoroughly by Luntz, Osborne, and
Zahm [~ '
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APPENDIX D

FILTER -GENERATION PROGRAMS AND THEIR USE

This appendix contains program listings, sample out-
puts, and instructions for use of the filter generation programs
discussed in Appendix C. The programs are listed in FORTRAN
suitable for execution on the Datacraft 6024/5 computer. Card
decks, listings, and sample runs in UNIVAC 1108-compatible
FORTRAN have been delivered separately.

Chévyshev Lowpass Filters

To use this program, the user must specify a cutoff
frequency (FREQC), the passband ripple (RIPPLE) in decibels, and
the sampling rate (FREQS). The stopband characteristics are
determined either by the specification of the filter order (PN)
or by specifying a frequency (FREQ2) in the stopband by which the
magnitude response is down by a specified amount (DBDOWN) in
decibels. The program will determine analog filter pole loca-
tions, prewarp and transform to find digital filter pole loca-
tions, and print out analog and digital filter poles and differ-
ence equation coefficients for the digital filter cascade
realization. The program then evaluates and outputs the analog
and digital filter freguency response between specified limits
(FSTRT and FSTOP) at a specified increment (FINC). The user may
optionally call for a printout of the time response of the fil-
ter to a sinusoidal input. If this is called for (by setting
TRSP#0.), the excitation tone frequency is specified as a frac-
tion of the cutoff frequency (that is, the excitation freguency
is SCALE*FREQC).

Several filter generations may be accomplished in one
run by including several sets of data cards. Each filter gen-
eration requires two data cards. Parameters on both cards are
floating point values in free format, separated by commas. The
order and meaning of the input data are as follows:

Card 1

FREQC Cutoff frequency

FREQ2 A frequency (greater than FREQC) at
which the response is to be down, in
decibels, by the amount indicated by
the next input .

DBDOWN Rejection in decibels at FREQZ



FREQS Sampling rate
RIPPLE Passband ripple in decibels

PN Filter order. If PN = 0, the order
will be determined from FREQ2 and
DBDOWN. 1If PN # 0., it determines
the filter order and FREQ2 and
DBDOWN are ignored. The maximum fil-
ter order is 12.

Card 2

FSTRT ' ~ Beginning frequency value for fre-
guency response printout

FSTOP Final frequency value for frequency.
response printout

FINC . Fregquency increment’

TRSP Time response option specification.
If TRSP = 0., no time response compu-
tation will be made, and the next two
inputs are ignored. If TRSP #¥ 0.,
time response to a tone input will be
‘calculated and output.

’ PMAX . Maximum number of time resﬁonse samp-
les to be output ‘

SCALE - Excitation frequency as a fraction of

FREQC

A program listing and a sample output are given in
the following pages. The sample output shows the filter con-
stahts and fregquency response of the TV demultiplexing filter
used in the FDM/FM simulation program. (The gquantities listed
as poles of the analog and digital filters are actually nega-
tives of the poles of these filters. )



C CHEBYSHEV LOWPASS FILTER GENERATOR

C
C

c

COMPLEX S+SWeZ+CONSTS«CONSTZ+ZZ+RL4RM
COMMON /BLK1/ LDO.LDI

COMMON /BLK2/ N+TS+CONSTS«CONSTZ
COMMON /BLK3/ Z(24)422(24)

COMMON /BLKS/ S{24)+SW(24) .
COMMON /BLK6/CON(6) «Cle)+DI6)CONAWZA
DIMENSION V{50)

LDO = 6

LDI = 7

PI = 3,1415926536

TWOPI = 2, * PI

READ (LDIv=) FREQC0FREQ2eDBDOHNqFREQS'RIPPLEoPN‘

READ (LDIy=) FSTRT«FSTOP+FINCyTRSP+PMAXSCALE
RIPPLE = ABS(RIPPLE) '
DBDOWN = ABS(DBDOWN)

TS = 1. / FREQS
AA = PI » FREQC * TS
AB = PI * FREG2 * TS

Cxxxkkx WARP FREQUENCY SCALE *%xxxx

c

OMEGC = SIN{AA) / COS(AA)

OMEG2 = SIN(AB) / COS(AB)

K = PN ‘ .
IFIK,EQ.0) GO TO 11

FREGZ2 = 0.

DBDOWN= 0,
E=14/7((104%%(1*%RIPPLE})=1)
GO TO 10

Cxxxx*x DETERMINE FILTER ORDER **%xx

11

12

14
15

10

AC OMEG2 / OMEGC
AD = 0+1 * DBDOWN

AE = 10.*xAD « 1,

DD = 10.#%%(,1*RIPPLE)
£E = 1/(DD~-1)

TEST E x AE

V{l) = AC
Vi2) = 2 x (V(1)%x%x2) =1

VK2 = AC=*AC ’
IF(VK2.LT,.TEST)} GO TO 12
K=z 1

GO TO 10

VK2 = VI{2)*%x2
IF(VK2.LT,TEST) GO TO 14

K =2

60 TO 10

K =2

K = K+l

VIK) = 2xACkV(K=1) = \V(K=2)
VK2 = V(K)%x2
IF(VK2.LT.TEST) GO0 TO 15

N = K



C )
Cxxxxx N IS ORDER OF FILTER %%kxx
WRITE(LDO+201) FREQC+FREQ2+0BDOWN.FREQSRIPPLE
201 FORMAT (1H1.4X+*LOW PASS CHEBYSHEV FILTER®*//5Xs
1'CUTOFF FREQUENCY = "+F6,2 «* HERTZ'/5Xs"AT"+F6.2,
2' HERTZ+ RESPONSE IS DOWN®*+F742¢' DB*/5X+*SAMPLING FREQUENCY =
3F7e2 +/5X+«'PASSBAND RIPPLE = '",.F5,2+' DB')
WRITE(LDO.202) N
202 FORMAT (S5X+*FILTER ORDER = *+I2///11X«'POLES OF H(S)'+44X>
2'POLES OF H(Z)*//)
IFIN,EQ.0,0R.N:6T«12) GO TO 300

EH = Ex%x,5
EX = (E+1.)%%,5 + EH
EN= 1./N
X1= EX**EN
X2 = 1/X1
EAA = 5 x (X1-X2)
EBB = +5 * (X1+X2)
c A
Cxxxxx DETERMINE POLES OF H(S) AND H{Z) *%x*xxx*

N2 =2 x N
00 20 1 = 14N
THE = PI x FLOAT{(2xI=1+4N) / FLOAT(N2)
Cxxx%% S(I} = POLES OF H(S) *xxxxx
C*sxxxx SW(I) = POLES OF H'(S) (WARPED FREQUENCY SCALE) *%xxx
Cxxxxx Z(I} = POLES OF H(Z) (TRANSFORMATION OF SW(I)) **kxkx
RL = =EAA *x OMEGC = CEXPI(CMPLX{(0.+THE))}
RM = «£BB * OMEGC x CEXP(CMPLX(0,+THE))}
SW(I) = CMPLX(REAL(RL)+AIMAG{RM)})
S(I) = SW(I) » TWOPI = FREQC / ODMEGC
20 Z(I) = (SW(I) = CMPLX(1400e)) / (SW{I) + CMPLX(1.404}))
Cxxxxx DETERMINE MULTIPLICATIVE CONSTANT FOR H(S) AND H{Z) *xxx*
CONSTS = CMPLX(I.!OQ)
CONSTZ = CMPLX(1.40,)
D0 22 I = 1N
ZZ{I) = CMPLX(1+4+0,4)
CONSTS = CONSTS » S(I)
CONSTZ = CONSTZ * (SW(I) 7/ (SW{I) + CMPLX(1.40» ))l
22 WRITE(LDODW203) I+S{I)+1+2(1)
203 FORMAT(3X+'S({"+12+') = *,2E15, 8020Xc'2('c12:') = "+2£15.8)
WRITE (LDO+204&) CONSTS'CONSTZ
204 FORMAT(/3X+s"MULT. CONSTe = "42E15.8¢13X+'MULT, CONST., = *+2E15.8)
C
C*xkxx DETERMINE COMPLEX COEFFICIENTS RQD FOR TIHE RESPONSE CALC, **x%x
WRITE{({LDO,208)
208 FORMAT(//+22X+*LOW PASS CHEBYSHEV DIGITAL FILTER COEFFICIENTS'/)
CalL LPCOEF .
c
Cxxxxx TIME RESPONSE REQUIRED? **¥xx%
IF(TRSP,.,EQ.0,) GO TO 250
c
Cx»xxx YESs CALCULATE TIME RESPONSE #%xkk
MAXIN = PMAX
WRITE(LDO0.205) SCALE+MAXIN
205 FORMAT(1M1+4X+*TIME RESPONSE FCR LOW PASS CHEBYSHEV DIGITAL FILTER

D-4



1v/745X+s *'SCALE FACTOR = *,F15,54/¢5X«*"NUMBER OF SAMPLES = '+I5+//)
TFREQ = FREGC * SCALE '
CALL LPCCDE (TFREQ.«MAXIN)
c .
Cxxxsx DETERMINE FREQUENCY RESPONSE FOR H{(S) AND H(Z) *xx&%
250 CALL FRESP{(FREQC.FSTRT,FSTOP, FINC}
GO T0-5
300 WRITE(LDC.301)
301 FORMAT(3X,'FILTER ORDER IS ZERO OR GREATER THAN 12'+/+1H1)
GO TO 5 . '
END

SUBROUTINE LPCOEF
COMPLEX S+SWyCONSTSCONSTZ -
COMMON /BLK1/L0OO,.LDI
COMMON /BLK2/N+TS+CONSTS,CONSTZ
COMMON /BLKS/ S(24)SW(24)
COMMON /BLK&/CON(G).C(G:.U(G).CONA.ZA
NJ = N/2
NX = 2*%NJ
WRITE(LDO45)

45 FORHAT(15X.'I'.9x.'K(11'.13x.-C(I)'.14x.'ntxl'//1
DO 40 I=1,NJ
D1 = CABS(SW(I)*%2) + 2, * REAL(SW(I)) + 1.
CON(I) = CABS(SW(I))**2/D1
C(I) = 2, * (CABS(SW(I))**x2=1,)/01
D(lI) = (CABS{SW(I))*%2 = 2,%REAL(SW(I))+1,.)/D1
WRITE(LDOW4B8)I4CON(I)+C(I)eD(T)

40 CONTINUE

48 FORMAT(ISX+I243(3XeE15,8))
IFINXLEQ.N) GO TO 41
IT = NJ+1 '
CONA = REAL(SW(IT)/(SW(ITI+1,))
ZA = REAL{(SW(IT)=1,)/(SW(ITI+1,))

| WRITE(LDG+48)IT+CONAZA
. 41 RETURN

END

SUBROUTINE FRESP(FC+STRT+STP+DELF)
COMPLEX SvZoZZ-CS-CZ-PAcPDvZDvVARS-VARZcHScHZoSH
COMMON /BLK1/ LDO.LDI

"COMMON /BLK2/ N+TS4CS+C2

COMMON /BLK3/ Z(24).ZZ2(24)

COMMON /BLKS/ S(24)+SW(24)

PI = 3.14%15926536

TWOPI = 2, * PI

FREQ = =DELF

RCS = REAL(CS)

RCZ = REAL(CZ)



5

Cxmxx

12

o 372 2

14

201

202

41
49

WRITE(LDO+201)

FRE@ = FREQ + DELF

IF(FREQ4GT«STP) RETURN
+ COMPUTE RESPONSE FOR H(S}

AS = TWOPI % FREQ

VARS = CMPLX{0.+AS)

PA = CMPLX(1,404)

DO 12 J =1N _

PA = PA * (VARS + S(JU)})

HS = RCS / PA

SMAG = CABS(HS)

SANG = ATAN2(AIMAG(HS) REAL(HS}) * 180,/PI

SDB = 20. * ALOG10(SMAG)

+ COMPUTE RESPONSE FOR H{Z) *%kx¥

AZ = TWOPI * FREQ * TS

VARZ = CEXP{CMPLX{0,+AZ))

PD = CMPLX(1,404)

20 = CMPLX(1,404)

DO 14 K = 1N

PD = PD * (VARZ + Z(K))

ZD = 20 * (VARZ + ZZ(K))

RCZ % 2D / PD

ZMAG = CABS(HZ)

ZANG = ATAN2(AIMAG(HZ) REAL(HZ)) * 180, / PI

208 = 20, * ALOG10(ZMAG) :

IF (FREG.GE+STRTIWRITE (LD0D:202) FREQ+SMAG+SDB+SANG+2ZMAG+ZDB+ZANG

G0 TO §

FORMAT ( 1H1 +5X + * FREQUENCY RESPONSE OF LOW PASS CHEBYSHEV FILTER'+//
1 17Xe?amene=ANALOG FILTER RESPONSE-®===='9X?e==ce<DIGIT
2AL FILTER RESPONSE=wsea=t//3X,FREQUENCY AMPLITUODE AMPL
3ITUDE PHASE AMPLITUDE AMPLITUDE PHASE'/4X.

4 (HERTZ) *25X+ * (DB) (DEG) 430X+ " {DB) (DEG)* /7). .

FORMAT (3X+F9,2¢5XsELt e B13XeFT7e2¢3XeFT.2¢10XsE154813XFT4203X0
1F7.2) : .

END

I
™
nuH L

SUBROUTINE LPCCDE (FREQ+MAXIN).

COMPLEX CONSTS+CONST2Z2

COMMON /BLK1/LDO0O.LDI

COMMON /BLK2/N TS CONSTSCONSTZ
COMMON /BLK6/CON(BE)«C(6)+D(6)+CONAYZA
DIMENSION Y(24) :

PI = 3,1415926536

OLDY = O,

OLDX = 0,

YY = 0,

NJ = N/2

NX = 2%NJ

WRITE(LDO+49)

FORMAT (/777X e TKY 12X o tX(KT) " 415X 'Y{KT) ' //)
DEL = 2.,*PI*FREQ*TS

DO S0 J = 1424



50 Y(J)

55

58 WRITE(LDO«44) LL4Y(3)4YZ
44 FORMAT{3X«I542(5X+E1648))
Cxx¥*x SHIFT INPUT AND OUTPUT VALUES

60
70

00 70 L=1+MAXIN

LL
J=3
Y3

}

-
-—

L

-
-

0.
-1

COS(DEL=LL)

DO 5SS I = 1.NJ

J =
Ji
J2
J3
J4
J5s
Y{J
YZ

IF{NX.E@.N) GO TO 58
YY = =ZA*0LDY + CONA%{Y(J)+OLDX)

nunonunn

J + 3

J=1
Je2
J=3

J
J

-
-

Y

-t
-5

=C{INxY(JL)=D(I)*Y{J2) + CON(I)*(Y(J

(J)

Yz =YYy

oLdY = YY

OLDX = Y(J)

DO 60 K = 14Je3
KL = K ¢+ 1

K2 = K + 2

Y{K) = Y(K1)
Y(K1) = Y(K2)
CONTINUE

RETURN

END

3r4Y(JUI+Y(J4)+Y (US))



LOW PASS CHEBYSHEV FILTER

CUTOFF FREGQUENCY =

4.20 HERTZ

AT 5,50 HERTZ, RESPONSE IS5 DOWN 35,00 DB

SAMPLING FREQUENCY = 200.00

PASSBAND RIPPLE = «50 DB

FILTER ORDER = 8

POLES OF H{3) POLES OF HIZ}

S 1) = «11511023€ 1 -,26521375E 2 Zt 1) = =,985548B4E 0 -.13146117E 0
St 2y = «327B0TH9E 1 =.22483734E 2 ZU 2) = =,977554T74E 0 -.11041243E 0
$¢ 3) = +49059824E 1 =-,15023161E 2 21 3) = =,97300836E 0 =-.73309286E ~1
St &) = +57870028E 1 ~,52754386E 1 Z( 4) = «,9T7T110279F 0 -.25662052E -1
St 5) = +STBT0046E 1 .52754289%9 1 Zi 5) = =,97110279E 0 .+25662015E -1
S &) = «4905%843E 1 L,1502313TE 2 2t ) = =-,97300836E 0 - ,73309196E =1
st 7 = «32TB0TABE 1 .22483723E 2 ZO T =2 =,977S54T4E 0 L11041242E O
S{ a) = - ,11S511108E 1 ,26521371E 2 Z( 8) = =,96554884E 0 L13146120€ O
MULT. CONST, = «.55719834€ 10 ~,12B896000E S MULT. CONST, =

« 79059641FE-11 -,.14636729E-14

LOW PASS CHEBYSHEV DIGITAL FILTER COEFFICIENTS

I KII) (B8] oery

1 JUBT2T169E ~2 - 19710976 1 .98858843F O
2 ¢BITEET2IE -2 -.19551096F 1 LFETADU2EE O
3 V15256969 =2 -,19460172E 1 L95212002€ 0
4 +37339903E -3 1 L94TEIBIUE D

-.19422053E

ORIGINAL PAGE I8
OF POOR QU



FREQUENCY RESPONSE OF LOW PASS CHEBYSHEY FILTER

FREQUENCY
(HERTZ)

0,00
42
«84

1,26

1.68

2,10

2452

2+94

3.36

3.78

4.20

4,62

S5.04

5,46

5.88

&.30

672

T.14

Te.56

T.98

8,40

8,82

9.24

2,66

10,08
10,50
10.92
11.34%
11,76
12,18
12.60
13,02
13,4%

13.86°

14,28
14,70
15,12
15,54
15.96

roe===ANALOG FILTER RESPONSE=====-

AMPLITUDE

+9999997S5E ¢
«10292922F 1
«10591499 1
«10235936F 1
«10012260E 1
L10434591F 1
»10479326F 1
.10003498E 1
L10479328E 1
.10111910E 1
L10000040FE 1
«17200S4EE O
+41701451F =1
+142776B8E -1
«58951118E -2
«2TUTIBILUE -2
+13972612E -2
75912459 -3
2UIWTILO9E -3
«25993A9UE -3
«16115224E =3
«10304232E =3
«6THTZH00E -4
+JHSHITHOBE -4
+3122996TE -4
+21837T305E =4
+15525898E -4
«11206189E -4
«B1999501E =5
«60758761F =5
+45541385E =5
«S4499515F -5
«26392892E -5
«20376104E =5
«15865178E -5
212451228F -5
«IBY4UTHISE -6
«T83B3069E «b
«62818099F -6

AMPLITUDE

(OB)

=00
«25

«50

«20

«01

«37

o4l

+« 00

W41

+10

« 00
~15.29
=27.60
=36.91
=4k, 59
=51,22
-57.09
-62,39
=E£7.24
=71.70
-75,86
'79.74
=83.39
86484
=90.11
-93,22
-96.18
=99,01
-101.72
- =104.33
'106.83
-109.24%
=111,.57
-113,82
=115,992
-1l18.10
-l20,1%
’122-12
-124,04

ORIGINAL PAGE IS
OF POOR QUALITY|

PHASE
(DEG)

00
=37.86
=79,.50

-121,55
=161,17
156.39
107,77
59,24
S,.42
-63,10
=162,58
105,03
80,54
67.84
59,44
53,26
48,45
44,56
41,32
38.57
36,19
34,12
32,29
30,66
29,19
27.87
26467
25,58
24,57
23,64
22,79
21,99
21.25
20,56
19,92
19,32
18,75
18,21
17.71

AMPLITUDE

.10000005E
+10292225E
.10591694E
.10237871E
.10011637EF
+10431989¢€
+10481953¢
.10003999E
J104T6626E
«10114123F
«10000482E
«17102901E
L41317941E
+«14099587E
+58017915E
«2694BT36E
.13651328E
+TIBTU303E
J42130106E
.25080625E
1547 74U46E
«908486218F
.64352731E
LU43036492EF
«29377491E
L 20423598E
W 14433650F
,10352025E
. 75264&31E
5539394 4F
+41231295E
+31009585E
W 23546461F
.18038850E
. 13933884E
.10846096E
+B5033476E
.67115863F
.53308197€

O b b s s R e s

emew==DIGITAL FILTER RESPONSE==c~e=

AMPLITUDE PHASE

{0B)

« 00
25
«50

20 -

«01
+ 37
41
«00
W40
«10
<00
'15.34
=27.68
37,02
“44,T73
'51.39
-62.63

'67-51.

«T2,01
-76'21
.'30.13
83,83
«-87,32
-30,64
-93.30
-96,681
-99|70
=102,47
=105.13
.1°7|TD
'110.17
-112.56
'11“.58
~117.12
-119,29
«121,41
-123,46
-125,45

({DEG)

00
-37081
o =79.38
'121139
«160,97
156.64
108,05
. 59,49
5.69
wb2,92
-162,.58
104,90
B0.42
67.71
59.30
53.12
48,30
44,39
41.14%
38.38
56,00
33,92
32.08
30.44
28.96
27.63
26,42
25,32
24,30
23,37
22,50
21.70
20,95
20425
19,59
18,98
18,40
17.86
17.35



Butterworth Lowpass and Bandpass Filters

The Butterworth lowpass filter program is similar to
the Chebyshev lowpass filter program, except that only one data
card is required for each filter design. The nine input param-

. eters must contain decimal points, and must be separated by

commas. Input parameter order, and meaning of each parameter,
is as given below:

FREQC Filter cutoff frequency

FREQZ A frequency value (greater than
FREQC) at which the response is to be
down, in decibels, by the amount inci-
cated by the next input

DBDOWN ~ Rejection in decibels at FREQ2

FREQS Sampling rate

FREQO Dummy variable {set to 0.)

PN Filter order. If PN = 0., the order

 of the filter will be determined from
the input data. -

TRSP Time response indicator. - A zero value
_suppresses time response output.

PMAX Number of time response samples to be
printed
SCALE Excitation fregquency scale factor

For the Butterworth bandpass filter, the input param-
eters are the same as for the lowpass filter, except that FREQC
becomes the design bandwidth of the passband, and FREQO is the
design center frequency of the passband. FREQ2 and DBDOWN, if
used, refer to the stopband characteristics of the lowpass fil-
ter from which the bandpass filter is obtained by the transform
of Equation (C-6).

The frequency response output from the lowpass filter
program extends from zero to four times the cutoff frequency,
in increments of one—-tenth of the cutoff frequency. For the
bandpass filter, the response is output for a region eight times
the bandwidth, centered at FREQO, at increments of one-tenth the
bandwidth.

Program listing and sample outputs for these two pro-
grams are given in the following pages.
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C BUTTERWORTH LOWPASS FILTER GENERATOR
C
c

COMPLEX S+SW+Z+CONSTS+CONSYZ 22
COMMON /BLK1/ LDOLLODI
COMMON /BLK2/ N+TS+CONSTS+CONSTZ
COMMON /BLK3/ Z(12).+22(12)
COMMON /BLKS/ S(24).SW{24)
COMMON /BLK&6/ CON{B) «CL(6)+Dl6)«CONAWZA
LDI = 7
LDO 6
PI = 3.,1415926536
TWOPI = 2., *x PI .
S5 READ(LDI+)FREQC+FREQ2 +DBDOWNFREQS+FREDO+PNsTRSPPMAXIN.SCALE
DBDOWN = ABS(DBDOWN)
TS 1e 7/ FREQS
AA PI1 = FREQC = TS
AB PI * FREQ2 *x TS

il

c
Cxxxxx WYARP FREQUENCY SCALE =%%x%
OMEGC = SIN(AAY /7 COSt(AA)
OMEGZ2 = SIN(AB) / COS(AB)
C
Cxxxkx DETERMINE FILTER ORDER *¥%x%
IF(PN.EQ,0) GO TO 10
FREQ2 = 0,
DBOCWN = 0,
N=PN
60 TO 15
10 AC OMEG2 / OMEGC

AD = 0.1 * DBDOWN
AE = 10.,%xA0 - 1,
AN = ,5 = ALOG(AE) / ALOG(AC)

c .
Cxxxxx N IS ORDER OF FILTER #%x%k*
N = INT(AN) + 1
15 WRITE(LDO,201) FREQC+FREG2+DBDOKN,FREQS
201 FORMAT (1H1.+4X» 'LOW PASS BUTTERWORTH FILTER*+//5X,
1*CUTOFF FREQUENCY = *,,F15,5¢" HERTZ'/SXs'AT?+F15,5,
2' HERTZ4+ RESPONSE IS DOWN'+FT742+' DB*'/5X+*SAMPLING FREQUENCY = ¢
3F15.5) . ‘
WRITE(LDO.202) N
202 FORMAT (SX+'FILTER ORDER = " 4I3///11X4'POLES OF H(S)'+4uX,
2YPOLES OF H(zZ)'/ /)
IF(NLT21OR,N.GT.12) GO TO 300
C
Cxxx**x DETERMINE POLES OF H(S) AND H{Z) *%%xx
N2 = 2 = N
DO 20 T = L«N
THE = PI * FLOAT(2xI=1+4N) / FLOAT({N2)
Crxxkk S{I) = POLES OF H{S) **xx%x*
Crxx*x SW(I) = POLES OF H'(S) (WARPED FREQUENCY SCALE) **%xx
Cexkxkx Z(I) = POLES OF H(Z) (TRANSFORMATION OF SW{I}) *xx&»
S(I) = «-TWOPI *x FREQC x CEXP(CMPLX{(0.¢THE))
SW(I) = ~0OMEGC * CEXP(CMPLX(0,+THE))
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20 2{I) = (SW(I) = CMPLX(1,¢0.)) 7 (SW{I) + CMPLX(1440.))
c
Cxs*xx DETERMINE MULTIPLICATIVE CONSTANTS FOR H(S) AND H{Z)
CONSTS = CMPLX{1,¢04) :
CONSTZ = CMPLX(1.+04)
DO 22 I = 1.N
CONSTS = CONSTS = S(I)
CONSTZ = CONSTZ *(SW{I)/(SW(I)} + CMPLX(14404))}
22 WRITE(LDO203) IqSlI)-IvZ(Il

203 FORMAT(3X+*'S(*+I2,') = .2E15.a.2ox.'ze'.:a.') = 'v+2E15.8)
WRITE(LDO+208) CONSTSQCONSTZ
208 FORMAT(//3X+ "MULT, CONST = *42E15,8+13X*MULT, CONST = *,2E15.8/)
WRITE(LDO 204} ‘
C

Cxx*¥xx DETERMINE COMPLEX COEFFICIENTS REQ'D FOR TIME RESP. CALCULATIONS
204 FORMAT(//22X,*LOW PASS BUTTERWORTH DIGITAL FILTER COEFFICIENTS+//)
CALL LPCOEF :
c
Cexxxx TIME RESPONSE OUTPUT REQUIRED?
41 JF(TRSP.EG.0) GO TO 250 '
c .
Cxx*x%x TIME RESPONSE QUTPUT REEREEER AR
MAXIN = PMAXIN
WRITE(LDO+205) SCALE+MAXIN _
205 FORMAT{1H1+4X,*TIME RESPONSE FOR LOW PASS BUTTERWORTH FILTER'.//
15X+ 'SCALE FACTOR = "4F15.5¢/+5X«*NUMBER OF SAMPLES = '015/)
TFRE@ = SCALE * FREQC
CALL LPCCDE({TFREQ+MAXIN)}
c
Cxxxx% DETERMINE FREQUENCY RESPONSE FOR H(S) AND H(Z) L2222
250 CONTINUE
DO 24 I = 1.N

24 Z2Z(I) = CMPLX(1.40,)
. CALL FRESP(S+Z+Z2+FREQC) r
GO TO 5

300 WRITE(LDO.301)

301 FORMAT(3X+'FILTER ORDER IS ZERD OR GREATER THAN 12*')
GO TC 5
END

SUBROUTINE LPCOEF
COMPLEX S+SW¢CONSTSCONSTZ
COMMON /BLK1/LDOLDI
COMMON /BLK2/N+TS+CONSTS CONSTZ
COMMON /BLKS5/ S(24) ¢SW{24)
COMMON /BLK6/CON(6)+C(6)+D(6) «CONAYZA
NJ = N/2 '
NX = 2%NJ
WRITE (LDO45) |
45 FORMAT(LEXe I * 99X e 'K(I) " e13Xe?CII) ¢ 14X+ DIT)*//)
DO 40 I=1(NJ |
D1 = CABS(SW(I)*%2) + 2, % REAL(SW(I}) + 1.
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CON(I) = CABS(SW(I))Y*x=»2/D]
C(I) =2, * (CABS(SW{I)}%*%x2=1,)/D1
D(I) = (CABS(SW(I))*%%2 « 2,.%REAL(SW(I))}+1,)/01
WRITE(LDO+48)II+CON(I)ZC(I)sD(I)
40 CONTINUE '
48 FORMAT(15X+I2+3(3X+E15,8))
IF(NX,E@,N) GO TO 41
IT = NJ+1
CONA = REAL(SW(IT)/(SW(ITI+1,))
ZA = REALCISWUIT)=1,)/(SW(IT}+1.))
WRITE(LDC48)}IT+CONAWZA
41 RETURN
END

SUBROUTINE LPCCDE(FREQ,MAXIN)
COMPLEX CONSTS:CONSTZ
COMMON /BLK1/LDO,WLDI
COMMON /BLK2/N+TS+CONSTS+CONSTZ
COMMON /BLKG6/CON(6)+C(E)+D(6)CONALZA
DIMENSION Y(24)
PI = 3,1415926536
oLDY = 0.
oLDX = 0,
YY = 0.
NJd = N/2
Nx = 2%NJ
41 WRITE(LDO+49)
49 FORMATI//7/7«TX e " Ko 12X o *X(KT) ' 415X *Y(KT)I*//)
DEL = 2, = PI x FREQ x TS
DO 50 J = 124
50 Y(J) = 0.
DO 70 L=1+MAXIN
LL = L~-1
J=3
Y(3) = COS(DEL=LL)
B0 55 1 = 1+NJ

J = J +3
Ji = J=1
J2 = J=2
J3 = J=3
J = Jel
JS = J=5
55 Y(J) = «C(I)Y(JL1)=D(I)*Y(J2) + CONCIIx(Y(JI}I+Y(JUI+Y(JU)+Y(JU5))
Y2 = Y{Jd)

IF(NX.,EQ,N) GO TO 58
YY = =ZAx0LDY + CONA*(Y(J)+OLDX)
Yz = YY

58 WRITE(LDO+48) LL+Y{(3)+Y2

L4 FORMAT(3X+I5+2(5X¢E16,.8))

Cexxx#» SHIFT INPUT AND OUTPUT VALUES

oLDY = YY
OLDX = Y{(J)
DO 60 K = 1¢Je3
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K1

K2

Y (K) 1).
60 Y(K1) = Y(K2)
T0 CONTINUE

RETURN

END

H W

K + 1
K + 2
= Y(K

- SUBROUTINE FRESP(S+1Z2¢ZZ+FC) |
COMPLEX S¢Z+2Z2+CS+CZ+PAWPD+ZD+VARSVARZ +HSeH2Z
COMMON /BLK1/LDO.LDI
COMMON /BLK2/N+TS+CS.CZ
DIMENSION S{12)+2(12)+22(12)
PI = 3,1415926536 '
TWOPI = 2, * PI
DELF = 0,41 * FC
RCS = REAL(CS)
RCZ = REAL(C2)
WRITE(LDC+201)
DO 20 I = 1l.41
FREQ = DELF * FLOAT(I=1)
Cxx*sx COMPUTE RESPONSE FOR H(S)
AS = TWOPI * FREQ
VARS = CMPLX(D.+AS)
PA = CMPLX(1,40,)
DO 12 J =1N
12 PA = PA * (VARS + S(J))
HS = RCS / PA
SMAG = CABS(HS)
SANG = ATAN2(AIMAG(HS)+REAL(HS)) * 180./PI
SDB = 20, * ALOG1D{(SMAG) ,
Cxx*x* COMPUTE RESPONSE FOR H(Z) *%k%x
AZ = TWOPI * FREQ * TS
VARZ = CEXP(CMPLX(0.+AZ))
PD = CMPLX{1,¢0)
2D = CMPLX(1,40,)
DO 14 K = 14N
PD = PD * (VARZ + Z(K))
14 ZD = 20 * (VARZ + ZZ(K))
Hz = RCZ = 2D 7/ PD
= CABS(HZ) ,
ATANZ2 (AIMAG{(HZ) 4REAL(HZ)) % 180, / PI
20B = 20, * ALOG10(ZMAG)
20 WRITE(LDO+1202} FREQ+SMAG +SDB+SANG+ZMAG+ZDB+ZANG
201 FORMAT(1H1+5X+ 'FREQUENCY RESPONSE OF LOW PASS BUTTERWORTH FILTER'
//71TX¢Vm=eeewANALOG FILTER RESPONSE-*=e==15Xtueea=uDIGIT

H

NN
» =
= >
@@
HH

2AL FILTER RESPONSE~w====?//3X'FREQUENCY AMPLITUDE AMPL
3ITUDE PHASE AMPLITUDE AMPLITUDE PHASE'/4X+
4*(HERTZ) '25X, (0B} (DEG) " +30X+*(DB) (DEG)Y*//)

202 FORMAT(3XsF9,2+5X¢E15,843X1F642¢3X+F7,2+10X+ELS, 8-3X FEue243Xn
1F7.2)
RETURN
END
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C BUTTERWORTH BANDPASS FILTER GENERATOR
C
C
COMPLEX S+SWeZ+CONSTSCONSTZ4ZZ+F24PIT+PPW
COMMON /BLK1/ LDO,.LDI
COMMON /BLK2/ N+TS+CONSTS.CONSTZ
COMMON /BLK3/ Z2{28).22(24)
COMMON /BLKS/ S(24)SW(24)

COMMON /BLK&/ CON(12).C(12)4D(12)
COMMON /BLK?7/7 P(12).PW(12)

LDI = 7
PI = 3.1415926536
LDO = &

TWOPI = 2, * PI
S READ(LDI.~)FRERQC, FREQZ.DBDOHN'FREQS'FREQO PN+ TRSP PMAX.SCALE
DBDOWN = ABS(DBDOWN)

TS = 1, / FREGS
AA = PI *x FREGC * TS
AB = PI x FREQ2 x TS

B8 = PI * FREGD % TS
C##*#* WARP FREQUENCY SCALE *#*%x%¥ ,

OMEGC = SIN(AA) 7 COS(AA)
OMEG2 = SIN(AB) / COS(AB)
OMEGO = SIN{(BB}/COS{(BB)

Cxxxx*x DETERMINE FILTER ORDER ****x%
IF(PN.,EQ.0) GO TO 10
FREGZ = 0.
OBOOWN = 0.
N=PN
GO TO 15
10 AC OMEG2 / OMEGC

AD = 0.1 = OBDOWN
AE = 10.,%xAD) = 1,
AN = .5 = ALOG(AE) /7 ALOGLAC)

Cxxxkx N IS ORDER OF FILTER #*%kx%

N = INT(AN) + 1

15 WRITE(LDO.+201) FREQCFREG2+DBDOWN+FREQSFREQQ ‘
201 FORMAT (1H1.+4X+*EQUIVALENT BAND PASS BUTTERWORTH FILTER®+//5X,

1'CUTOFF FREQUENCY = *+F15.5¢* HERTZ'/5X+'AT*4F15,5

2' HERTZy RESPONSE IS DOWN'+F7.2¢* DB'/EX+'SAMPLING FREQUENCY = *

AF15.5/+5X+*CENTER FREGUENCY = *4F15.5)

WRITE{LDO,+202) N

202 FORMAT (SX¢'FILTER ORDER = '+1I3///11X+*POLES OF H{(S)*sli4X
2'POLES OF H(Z)*//) .
IF{NLT+1.,0R,No6T,12) GO TO 300

Cexxkx DETERMINE POLES OF H(S) AND H(Z) *%x*xxx

N2 = 2 % N

CONSTZ = CMPLX(1.40,)}

CONSTS = CMPLX(1,40,)

DO 20 I = 1.N

THE = PI * FLOAT{2%I-1+N) / FLOAT(N2)
Cxuxix S(I) = POLES OF H{(S) *%xxx%x
Cxxekx SW(I) = POLES OF H*'(S) (WARPED FREQUENCY SCALE) *x%*x
Crexxikx Z{1) = POLES OF H{Z) (TRANSFORMATION OF SW(I)) *>x%xx

P(I) = =TWOPI * FREQC % CEXP{CMPLX{0.++THE})
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PWi{l) = «OMEGC = CEXP(CMPLX(O.!THE}}
PIT = .5 * P{I)

F2 = P{(1)*%2= 4.*CMPLX((THOPI*FREQO]**auU.)
F2 = ,5*%CSQRT(F2)

12 = 2»]

I1 = I2-1

S(I1) =.PIT + F2
S(I2) = PIT = F2
PIT = +5 * PW(I)
F2 = PW(I)*%2~4 %CMPLX(OMEGOXOMEGO+0,)
F2 = ,5%CSQRT(F2)
SW(I1) = PIT + F2
SW(I2) = PIT = F2
Z(I1) = (SW(I1)+CMPLX{=14¢04))/(SW(I1)+CMPLX(1e40¢))
Z(12) = (SW(I2)+CMPLX(=14¢04))/(SW({I2)+CMPLX{1¢40.))
WRITE(LDOv203) I14S(I1)¢I14Z2(I1)
WRITE(LDO+203) I2+S(12)4,I242(12)
ZZ(I2) = CMPLX(14940,)
Z2(I1) = CMPLX(=14+0,)
Crakxx DETERMINE MULTIPLICATIVE CONSTANT FOR H(S) AND H(Z) *kxs*
CONSTS = CONSTS * P(I)
CONSTZ = CONSTZ * PW(I) / (PW(I} + CMPLX(OMEGOXOMEGO+1,+04))
20 CONTINUE
203 FORMAT(3X,'S(?41I2+¢%) = *42E15.,8¢20Xe°Z(*4124%) = *42E15.8)
WRITE (LDO«204) CONSTS.CONSTZ - |
204 FORMAT(/3X+*MULT, CONSTe = *+2E15,8413X+'MULT, CONST. = *,2E15,8)
c |
c
Cxxxs* DETERMINE REAL COEFFICIENTS
WRITE(LDO,+208)
208 FORMAT(//17X.'BAND PASS BUTTERWORTH DIGITAL FILTER COEFFICIENTS'/)
CALL BPCOEF
c |
Cxxx#x TIME RESPONSE REQUIRED? *¥*x%
IF(TRSPL.EQ.0) GO TO 250
c
Cxxx**x TIME RESPONSE OUTPUT xx%%x
MAXIN = PMAX |
WRITE(LDO.205) SCALEMAXIN,FREGO
205 FORMAT{1H1+4X4*TIME RESPONSE FOR BAND PASS BUTTERWORTH FILTER?,//
15X+ 'SCALE FACTOR = '.F15.5./ 5X+ 'NUMBER OF SAMPLES = *4I5/+
25X+ "CENTER FREQUENCY = *F15.5¢/)
TFREQ@ = SCALE * FREQO
CALL BPCCDE(TFREQMAXIN)
c
e e K 2o 3o o o R o R o o o o o o o K e o o R o K R R KKK R KKK e kR R O R K K
CHxxxx DETERMINE FREQUENCY RESPONSE FOR H(S) AND H(Z) *#*x*
250 CALL FRESP1(FREGCFREQO)
GO TO S
300 WRITE(LDO,301)
301 FORMAT(3X,'FILTER ORDER IS ZERO OR GREATER THAN 12°)
60 TO 5
END



25

30
330

50

SUBROUTINE BPCOEF

COMPLEX CONSTS+CONSTZ1S+SWeZ+ZZ+PW4P
COMMON /BLK1/LDO4LDI

COMMON /BLK2/N«TS+CONSTS+CONSTZ
COMMON /BLK3/Z(24)+22(24%)

COMMON /BLKS/ S(24)SW{24)

COMMON /BLK6/ CON(12}+C(12)+D{12)
COMMON /BLK7/P(12)+PW{12)

NJ = N/2

I2 = 0

DO 25 I=1+NJ

12 = 2x}

I1 = ]2-1 .

CON(IL) CABS(PW(I))/CABS(SW(I1) + CMPLX(1,,0.))%%2

CON(I2) = CABS(PW(I))/CABS(SW(I2) + CMPLX{1,404)}%*2
C(I1) = 2, * REAL(Z(I1))

C(I2) = 2, * REAL{Z(12))}
D(I1) = CABS(Z(I1))x*x#2
D(I2) = CABS(Z(I2))*x2

WRITE (LDO+330)I1,CON(I1), IluC(Il)nIch(Ill
WRITE (LDO«330)I2.CON(I2)+I2,C(12)}4124D(12)
CONTINUE '
IF{l12.,E£EQ.N} GO TO 30

I2 = 12+1

K = NJ+l

CON(I2) = CABS(PW(K))/CABS(SW(I2)+CMPLX(1,+0,))%%2
C(I2) = 2, * REAL(Z(I2)}))

D(I2) = CABS(Z(I2))*%x2

WRITE(LDO+330) I2+CON(I2)+124C(I2)+I2,D(12})
CONTINUE

FORMAT (17X «*CON(*eI24') = "+FE15.8," Ci1'4J24%) = '4E15,80"
1I2+%) = *,4E15,8)

RETURN

END

SUBROUTINE BPCCDE(FREQ+MAXIN)
COMPLEX CONSTS.CONSTZ

COMMON /BLK1/ LDO.LOI

COMMON /BLK2/ N+TS+CONSTS CONSTZ
COMMON /BLK6/ CON(12)+C(12)+D(12)
DIMENSION Y(39)

PI = 3,1415926536

DEL = 2. * Pl » FRE@ * TS

DO S0 J = 1,39

Y(IJ' - 0..

DO 70 L=1+MAXIN
LL = L=1

J=3

Y{(3) = COS(DEL»>LL)
DO 55 I = 14N
J=J+ 3

Jil = J=1

O,
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55
58
4y

Jz2 = Je2
J3 = J=3
J4 = J=4
J5 = J=5

Y(J) = =C{II*Y(JL)=D(I)%xY{(J2) + CON!I)*(Y(JS)-Y(JE))
WRITE(LDOW44) LLaY(3)4Y ()
FORMAT{3X+I542(5X+E16.8))

Cexxxx SHIFT INPUT AND OUTPUT VALUES

6 0

70

K1l =

DO 60 K = l1e¢Je3
e 1l
K2 = K 2
YK} = Y{K1)
Y(K1} = Y(K2)
CONTINUE

RETURN
END

<+ +

SUBROUTINE FRESP1(FC«FO)
COMPLEX S¢Z2¢22+CS+C2Z4PA+PD+ZD+VARS+VARZ+HSvHZ +SW
COMMON /BLK1/LDO.0OI
COMMON /BLK2/N+TS+CS4+C2
COMMON /BLK3/ Z{24)+22(24)
COMMON /BLKS/ S{24) «SW(24)
PI = 3,1415926536

TWOPI = 2. * PI

DELF = 041 * FC

RCS = REAL{CS)

RCZ = REAL(CZ)

WRITE(LDO.201)
DO 20 I = 1.83
J = =42

FREQ = DELF * FLOAT(J) + FO

Cx«xk*x COMPUTE RESPONSE FOR H(S)

12

AS = TWOPI * FREQ

VARE = CMPLX(04+9+AS)

PA CMPLX(14404)

N2 = 2xN

DO 12 J =1.N2

PA = PA = (VARS + S{J))

HS RCS * (VARS®x*N)/PA

SMAG CABS (HS)

SANG ATANZ2 (AIMAG(HS) +REAL(HS)) * 180,/PX
SDB = 20, * ALOG10(SMAG)

nn

Cxxxxx COMPUTE RESPONSE FOR H{Z) *x%xx

14

AZ = TWOPI * FREQ * TS
VARZ = CEXP(CMPLX(044A2))

PD = CMPLX(14+¢04)

ZD = CMPLX(14+0,4)

DO 14 K = 1¢N2

PO = PD x (VARZ + 2(K))}
ZD = Z0 x {(VARZ + 2Z(K))
HZ = RCZ = ZD / PD

ZMAG = CABS({(HZ)
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ZANG = ATAN2{AIMAG(HZ),REAL(HZ)) *= 180, / PI
ZDB = 20, * ALOG10(ZMAG)

20 WRITE(LDO+202) FREQySMAG+SDB+SANG+ZMAG+ZDB+ZANG -

201 FORMAT(1H15X+*FREQUENCY RESPONSE OF EQUIVALENT BAND PASS BUTTERWO
1RTH FILTER'//17X'==e=e=ANALOG FILTER RESPONSE-w=w==t9X'=ceae=DIGIT

2AL FILTER RESPONSE=<e-w=1//3X'FREGUENCY AMPLITUDE AMPL
3ITUDE PHASE AMPLITUDE . AMPLITUDE PHASE'/4X.
4* (HERTZ) *25X, ' (DB) {DEG) *+30X+*(DB) (DEG)Y'//)

202 FORMAT(3X 1 FO.2+¢0X+EL1S.B843XeFH642e3XeFT42010XeEL1548¢3XeF6.20¢3Xs
1F7.2) ‘
RETURN
END
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LOW PASS BUTTERWORTH FILTER

CUTOFF FREQUENCY = 17.50000 HERTZ

AT 35,00000 HERTZ. RESPONSE IS DOWN 20.00 DB

SAMPLING FREGUENCY = 400,00000

FILTER ORDER = &

POLES OF HIS) POLES OF H(Z}

5 1) = $42078165E 2 =,10158586E 3 2t 1y = «,B8T168720E 0 -.22T17970E O
5( 2) = +10156589E 3 =-,42078267E 2 20 2) = =.76948511E 0 =,A3048951€ -1
& 3) = +101568589E 3 ,42078165E 2 Z( 3) = . T694BS11E O JB3QUBTSOL -1
St &) = +42078328E 2 L,1015858%9E 3 Z( %) = =.87188720E 0 L22717982€ O
MULT, CONST = «1H4B1THELIE I =.33600000E 3 MULT, CONST = «25523384E -3 =,5529727RE -9

LOW PASS BUTTERWORTH DIGITAL FILTER COEFFICIENTS

1 KL} c(Iy’ D(I}
1 \17005865E =1 «,174ZTT49E 1 .B1179839E 0
2 15008558 -1 -.15385702E 1 +59900437E O

ORIGINAL PAGE IB
QF POOR QUALITY]
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FREQUENCY RESPONSE OF LOW PASS BUTTERWORTH FILTER
=—eesvANALOG FILTER RESPONSE==--=- ~ce»v=DIGITAL FILTER RESPONSE==-=~-=

FREQUENCY AMPLITUDE AMPLITUDE PHASE AMPLITUDE AMPLITUDE PHASE
(HERTZ) : (D8) (DEG) (DB) (DEG)
0,00 «99999969%€ 0 -2 00 «00 + 99999899 0 =,00 00
1.75 +99999997E 0 =,00 -14,99 +10000003E 1 1+ 00 14,90
3.50 «99999886E 0 =00 -30.,11 +99999a528 0 - 00 29,93
5,25 «99996TUSE -. 00 =45,51 +9999597T7E O -+ 00 -45,24
7.00 +99967307E O -+00 61,37 T +99968647E 0 ~+00 ~61.03
10.50 «99170765E 0O -.07 =95,66 «99196846E 0O =07 -95,22
12,25 «9T236685E O =24 114,89 «9730434BE O e 2l =114,44
14.00 +925383T0E 0 ~eb7 ~135,886 «92658785E 0 =s66 -135.46
15.75 +83610731E 0o =1.55 -158,06 «83731652E O =1.54 -157,A2
17.50 «70710832E 0 -3.01 ~180,00 «TDT10623E O =3.01 =180,00
19,25 «S6401183E © -4,97 160,10 «S6195645E ¢ =501 159,82
21,00 +43438069E O =724 143,18 «43044109E  © =Te32 142,66
22.75 +33045857E o ~F.62 129,23 «32531127E 0 =3,75 128,51
24,50 «25191362E 0 =11,97 117,78 28619029 0 ~12.,17 116,90
26.25 «19378667E 0 14425 108.29 «18731284E O =l4.52 107.26
28,00 - «15084213FE 0 -16+43 100,31 «14506578E 0 “16.77 99.15
29.75 +11888138E 0 -18.50 293,51 «11333449E 0 -18.91 92.22
31.50 «9483067T3E -1 2046 87,63 »89578871E -1 =20.96 86,23
33,25 «76508756E =1 -22,33 82.50 « 715694298 -1 =22,.,91 80,98
35.00 +623T78339E -1 -24,10 T7.%96 «5T756099E =1 24477 76.33
36.75 «51351112F -1 =25,79 73,95 +4TO3STS3E =1 =26.55 72,19
38.50 +H2B49539E -} ~27.40 70,31 .«38625021E -1 =-28.26 BB, U6
40.25 +«35T11815E =1 ~268,.94 67.04 «31959409E -1 =297.91 65.09
b2,.,00 2+ 3012T177E =1 =30.42 64,07 +2662T7451E =1 - 31,49 62.01
43,75 «25591636E ~1 =31.84 61,37 «22325565€ =1 -33.02 - 59,20
45,50 «21BT77T69C =1 =33,.20 58.89 «18827109E -1 =34.,50 56,62
47.25 +» 18813444 -1 =34,51 56,61 »15961215E -1 =35.94 54,23
49.00 +16267127E =1 -35.77 54%.50 «13597542E =1 ~37.33 52.02
50,75 © «1813T7248E =1 -36,99 52,55 +11635860E =1 «38.68 49,96
52,50 »12344T4RE =) -38.17 50,73 . +999B3117E -2 =40.00 48,04
54,25 +10827498E -1 =39,31 49,04 «+88239590E =2 -41,29 46.25
56.00 «95363175E -2 40,41 4T .46 «TUBHEILBE =2 42,54 44.56
57T.75 +«B4319695E =2 -41.48 45,98 BUB2242TE -2 4377 42,98
59.50 «THB2IUB2E =2 -42.52 - 44,59 «SE460194E -2 =44,97 41,49
61,25 «BE6BTUS2E -2 =43.53 43,29 J43313291E -2 6,14 40,08
63,00 +59536405E -2 44,50 42,06 «431819T78E -2 =4T.29 38.74
64,75 + 533564 76E =2 =45,.46 40,89 : 37902826 =2 48,43 37.48
66,50 «4TISTIFOE -2 =464 38 39.79 - w33342283F -2 -49,54 36,28
68,25 «4322526BE -2 47,29 38,75 + 29390070 -2 =50.64 35,13
70.00 +39062236E -2 48,16 37.77 + 259550028 -2 =51.72 34.04
i)
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AT 8.00000 HERTZ, RESPONSE IS DOWN
SAMPLING FREGQUENCY = 200,00000
CENTER FREQUENCY = 8,26000
FILTER OQRDER = 4
POLES OF H(S)
St 11 = 5B628531E 1 -.64584236E 2
st 21 = + 375501358 1 2U13E6HE1BE 2
St 3) = L12708332E 2 =,55632774E 2
S{ 4y = «105112958E 2 SHE014BASE 2
SU 51 =  12T0B334E 2 ,55632759E 2
S{ 6) = .10511301F 2 «,LE014835€ 2
S{ 7T) 5 +SB62BTWOE 1 L645B4236E 2
S{ 8} =  J3TSS5028TE 1 =.,41364601F 2
MULT, CONST, = +3989B788E & ~,.90625000F
BAND PASS BUTTERWORTH DIGITAL FILTER
CONE 1) =  ,59585995FE =1  £{ 1)
CON( 2) = «61097219E -1 c{ 2}
CONL 3) = +OB0304Y4EE =1 c{ 3)
CONT WY = +58978208E -1 C{ 4}
(ﬁgﬁ}ﬂgﬁs &ﬂgéﬂugﬁi
oF, BOOE

EQUIVALENT BAND PASS BUTTERWORTH FILTER

CUTOFF FREQUENCY =

4.00000 HERTZ

20.00 DB

Zt 1
zt 2)
r A -3
Z0 W)
Zt 5)
Z{ &)
FA S
2( 8}

MULT.

COEFFICIENTS

=,18439293E

© =419210063E -

*,18067959E
~,18484391F

POLES OF H(Z)

=.30728192F

= =.92196u466E 0 ¢
= =,96050315E 0 .20218227E O
= ~.90339794E 0 -.25796552E O
= =,92421955€ 0 <21703873E 0O
= «,90339794E 0 <25796546E O
= -,92421955E 0 -.21703870E O
= _«,9219647TE 0 ,.30728193E O
= =,96050315E 0 -,20218218F O
CONST. = .12459860F 4 =.26452800E-10
1 Dt 1= JIHUUYOBIE O

1 Dy 2) = +963u4355€ O

1 Di{ 3) = «8826T400E O

1 D( 4) = .90128712F O



FREQUENCY RESPONSE OF FQUIVALENT BAND PASS BUTTERWORTH FILTER

m——wwa= ANALOG FILTER RESPONSE==wa==

FREQUENCY
(HERTZ!

8,14
wTo Tl
=T34
=694
L1781
-T2 %
=5.T4
=5.34
~4.94
-4,54
“G.lb
3,74
«3. 54
-2.94%
2,54
=2.14
alsTH
-1.54
-
=54
-a1l
26
-1
1.06
l.46
1,86
2426
2.66
3.06
3446
3.86
426
4,66
S« 06
Sa46
S.686
626
6,66
T.06
Taslb
T.+86
8,426
B.66
5.08
95,46
9,86
10.26
16.66
11,06
11,46
11.686
12.26
12.66
13,06
13.46
13.86
14,26
14.66
15,06
1546
15.86
16.26
16.66
17.06
17.46
17.86
18,256
18.66
19.06
19,46
19.86
20.26
20.66
21.086
21.46
2l.886
22.26
22.66
23.06
23.45
23.86
24,28
24,66

ORIGINAL PAGE B
OF POOR QUALITY|

AMPLITUDE

2 1000D004E
«9999R636E
«9983T199E
«G64T2626E
«Te45431BE
+3863TTT6E
«1T656187E
«83407276E
«412980456E
»21152110E
»1103923TE
«5TA68428E
«30028380E
+15174352E
«TI163728E
«32TLI5T11E
«12985132¢
+423T7B96SE
+9TLITSASTE
+102191569E
»45437208E
«S42020358E
«22998616E
«15939315E
«E0FUEBEDE
J1TR1Z2041E
H42073215E
«91648296E
W 1B86949E4UE
«36652449E
«T026T88B0E
W13402423E
1257657S1E
«S0TT6614E
1038974 3E
1 22312994E
J483T7B450E
BH0L3641E
«F8424TSHE
«99950009E
« 9999961 0E
«FI9IITLEE
« 9999957 TE
9997686 3E
«9950620BE
+» 95991590
B3325T6TE
«61383629E
«40B831520E
»26B24693F
«18097TUEE
+12640179E
«91222431F
+6TTUBULSE
1 51569028E
«40091330€
«31740921E
«25530303€
«20820744E
«17187975E
»143435151E
+12085054E
«102706842E
«ATITITAOE
o TSBBTR2ULE
«63883562E
»STS360T0E
«50517955E
JURSTHBILE
+39515081E
«3517T202E
«31459202E
«2820198TE
+25384921E
«22922720E
+20761T60E
«1B85T6TTE
«17173959€
«15679856E
«14349T16E
+13161936E
+120982D8E
11102843

(=N = =] = 3= o

LI T T O T T T I T T I T I I N I DR DR DR DR T I A )
RSO WHEERE FN AN EWEERNRRN S eO

[-N-N-N-N-N-N-N-R-N- NN - NN

-2
-2
-2
-2
-2
=2
-2
-2
-2
-2

AMPLITUDE

{DR)

«00
=00
=01
-.31

=24+56
~8.26
=15.06
=-21,58
~27+68
=33.49
«39.1%
=44 ,T8
«5D.45
=56,.38

~82.7T1 "

=£2:70
=TT+ 73
=8T 46
?

?

»

?

?
-95,95
-84%.30
-75.18
=67.52
~60.76
-54,57
-48,.72
435,06
«3T .46
=31.77
25,89
«19,67
=13,03
L1-T%- 3"
=1.51
mallh
=-.00
=00
=00
=y 00
=200

= 04
w36
=1.58
EL Y1}
=T«78
«11.43
-14.,85
=17.96
=20.80
-23,38
=-25,75
~27.94
-29,27
=-31.86
=33.63
«3%,30
=-36,87
=38,36
=39,7T7
-41,11
-42,40
45,62
=44 .80
=45,93
47,02
=48,06
-492,07
+50.05
=5%0.99
«51.91
~52.79
»53.65
5%, 49
=55.30
«56,0%
-56,.,86
=57.61
=58, 35
=59,06

PHASE
(0EG)

7,05
=4D0,66
=76.06

=-119,51
=174.23
136.84
105.22

84.51

69.70

58,37

49,29

41.75

35,32

29.71

24,72

20.19

16,01

12,09

8.36
4.T6
1.23
~2.28

-5.85

=T 4T
«13.24
~17,23
=-21,%0
=26.16
-31,32
~37.15
=h3.88
=51,82
61,49
=T3.70
=-89,95

-113,23
=149,61
157,19
105.25
&4 .86
30,89
00
29,41
-58,52
-88,77
-122,06
=158,63
166,76
139,75
120,27
106,02

95,20

86,67

73.76

T4,01

69,15

64,97

61,33

58,13

55.29

52,74

50.45

44,38

Y6, 49

4,75

43,16

41,69

40.33

39,06

37.88

36.77

35,74

34,76

33,85

32.98

3z,17

31.39

30.66

29,96

29,30

28,66

28,06

27.48

am--e=PIGITAL FILTER RESPONSE===-~ -

AMPLITUDE AMPLITUDE PHASE
{DH) {DEG}

L10000057E 1 + 00 -9,1%
,99999295FE D =200 01,236
99819129 O s 02 -T7.27
L,96082525E 0 -+3%  =121.60
JT263THATE O «2,78  ~177.08
L,36947789E 0 ~B.65 134,57
.16809926E 0 =15.49 103,65
L79431928E -1 -22.00 83,36
. 39373158F -1 “28.10 68,81
20190318 =1 «33.90 57466
10949117 =1 =3%.54 48,71
+SS356006FE =2 =45,14 41,28
+28751359F =2 ~50+583 34,93
L14541053F =2 256,75 29,39
LTO1E0652E =3  -63.08 24,46
+I1392D6TE =3  =T0.06 19,94
L12466120E =3  «78.,09 15,84
LJUOTOLUBEE -4 -87.81 11.97
.93356035€ =5 ? 8,28
LIA1Y4GTAE -6 ? Y, 72
LJUBBEUOTHE =8 ? 1.22
JS2085995€ =7 7 -2.27
,22098155E -5 7 ~5,77
L18311779E =4 =96.+30 -0,37
58527920 -4 =Bl 65 -13,11
+16713715¢ =3 -75. 54 -17,05
LH0363964E -3 -6T7.86 =21,28
LBTAGBILTE =3  =61,12 «25,R89
17910516 =2 54,94 -30,99
«35065266E =2  =49.10 -36.74
LETLOT2UEE =2  «43.45 =-43,38
,12803113F =1 «37.85 -51,.21
24604380 -1 =32.18 «60, T4
LA4A3927T3E -1 =26.30 -72.75
298921716E =1 =20,09 -8B .69
«21253259€ 0 «13.45 111,48
J46UU263I5E O “bs66  =l47,10
.B2661960F O =1,65 159,93
J9B242663E 0 ~:15 107.03
+299u4p01E O =00 65,86
+10D000%8E 1 +00 31,36
+10000079E 1 «00 -.00
+1000001BE 1 +00 -29,89
+999T4e6E O - 00 =59,56
LO9U34TIBE D -a05 =90,53
LI5414T702E O bl =124 ,83
LA13517067E 0 «1.79 =162,42
.58415B18E O =4 +67 162,77
«368159353E O =B.37 156,20
L2uB20T60E D =12.10 117,21
J1E644T93E O =15.57 103,34
211573060E O =18.73 92,78
B3193614E -1 =21.+60 k45
61554608E =2 24,21 77.68
JHEEA0THRE -1 «26462 72,04
«36155239F -1 28484 67,26
+28515299F -1 =350,90 £3,15
+22846058E -1 -32.82 59,56
18556894E =1 -34,63 56440
15256100 =1 «36.33 55,60
+12677185€ -1 =37.94 51,08
106350356 =1 «39,47 48,81
«B9983196E -2 40,92 464,76
JTET22045E =2 -42,30 44,88
JE587T1751E -2  =43.63 43,16
+56918264E 2 ~4t.90 41,57
JHIUSIOTRE w2 45412 40,11
JUA20TO19E -2 =47.29 38,75
W 37930137 =2 48,42 57.48
J3BUMELEQE =2 49,51 36.30
29614259 =2 =50.87 35.20
+26321812E =2 51,59 34,16
L23UTBTYEE =2 =52,%9 33,18
+2101215%6E =2 ~53,55 32,26
«1BB62814F -2 ~53.49 31,39
L16982292E -2 =-55.40 30,57
«15330651E -2 =56,29 29,79
+13BTHIBSE =2 «57.16 29,05
212587 148E =2 =58,00 28,34
J1144LE9UE =2 =55,83 27.67
L1042 7990E =2 «59,64% 27,03
95206302 -3 “B0+43 R6.41
LBTOBBULBE =3 =61420 25,83
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Nonrecursive Lowpass Filters

This program can be used to generate filters with an
odd number of taps, up to 51, weighted by a Kaiser window with
B = 3.384. The required input parameters for each filter design

-are as follows: g

FREQC : "Cutoff" frequency
FREQS . Sampling frequency
PNMAX Number of taps to the right‘(of left)

of the center tap. (N/2 in the
notation of Appendix C.)

These parameters are input on one data card as float-
ing point numbers, separated by commas. The frequency FREQC is
not the actual design cutoff frequency of the filter. It is in
fact the 6 dB point of the filter, and must be chosen properly
to place the 3 dB point of the filter at the desired cutoff fre-
quency. . The details of selecting FREQC are discussed in Section
4 ofTE-Q. In general, FREQC will be somewhat greater than the
desired 3-dB cutoff freguency.

The program gives as output the tap weights hN/2+jv
j=0, 1, ..., N/2, with the remaining N/2 chosen by symmetry:
The program also outputs the equivalent white-noise bandwidth
of the filter, which serves as a useful check on the bandwidth,
and the frequency response from zero to four times FREQC at
increments of one-tenth FREQC. A listing and a sample output is
given in the following pages.



C NONRECURSIVE LOWPASS FILTER GENERATOR WITH KAISER WINDOW
C
C
~ REAL IOLOW
DIMENSION C(25)
PI1=3,1415926
LD1=7
LDO=6
1 READ (LDI.~) FC+FS.PMAX
NMAX=PMAX
IF (NMAX,.GT.25) NMAX=25
FCT=FC/FS
BETA=3,384
WRITE (LDO+«&603) FS+FC
603 FORMAT (1H1. /7 vTYe27THNONRECURSIVE LOWPASS FILTERc//v
$10X¢16HSAMPLING RATE = +F9¢3+3H HZe /s
$10X¢17H6«DB FREQUENCY = +F8.343H HZyv///
$13X|1HJ|5X16HHINDOWi10x GHSINC 110X« BHHIN/I*J) o /)
N=0
WN=1.,.
HN=2 . »FCT
CO=HN
ENBW=CO%CO
WRITE (LDO+601) N+WNsHN+CO
AI=I0LOW(BETA)
XNSQ=FLOAT (NMAX ) %%2
DO 100 N=1,NMAX
XN=N
'FACT=ZSBRT (1., =XN®XN/XNSQ)
ARG=FACT=BETA
WN=ICLOW({ARG)/AI
XX=2 ., %PITxXN*FCT
HN=2 ,*FCT*SIN(XX) /XX
C{N)=WN*HN
ENBWZENBW+2 ,#C{N) *%2
100 WRITE (LDO+601) NoeWNsHNLC(N)
601 FORMAT (10X+sI4+3E15.86)
ENBW=ENBW=*FS
WRITE (LDO.604) ENBW
604 FORMAT (//+10X+33HTWO~SIDED WHITE NOISE BANDNIDTH =F9,343H HZY
WRITE (LDO+605S)
605 FORMAT (1H1+10X+20HFREQUENCY RESPONSEw==+//
$17X+9HFREQUENCY + 7X « SHAMPLITUDE « /
$18X s TH(HERTZ) +11Xe4H(DB) s/ /)
FINC=0.1%xFC
FMAX=L . %FC
s=FINC
150 F=F+FINC
IF (F.6T.FMAX) GO TO 1
WT=2,*PIxF/FS
Hz=2,%FCT
DO 200 N=1.NMAX
200 H=H+2,*%C{N)})*2COS(N=KWT)
HH=H*H
HDB=10.*ALOG10(HH)



WRITE (LDO+602) F.HDB
602 FORMAT (10X+2F15.3)

G0 TO 150

END

REAL FUNCTION 10LOW(BFARG)
DATA Al+A2+A3 A4 4AS+A6/3.,515622943.,0899424,41, 2067492.
$ 0,265973240,0360768,0,0045813/
T=BFARG/3,75
TY=ST*T
IDLOH—!((((AG*TT+A5)*TT+A4)*TT+A3)*TT+A2)#TT+A1)*TT+1.
RETURN.
END
ENDS



NONRECURSIVE LOWPASS FILTER

SAMPLING RATE =

6=DB

e
HMOVONOMEUNHOD O

b b b b b b e b
VE~NNMENN

N
o

TWO=SIDED WHITE NOISE

FREQUENCY =

WINDOW

+10000CE
s 9964 T3E
028594 7E
2 968583E
L1713
+914505E
«878612E
«837508E
«791804E
e TH21THE
«689338E
«634050E
«ST7085€
»519222E
'461232E
+403864E
« 347830E
0 293794E
W 242360E
+194066E

W 149371E

1000,000 HZ
121,000 HZ

OO0 0000D0000000O00QOO0OOM

SINC

2 242000E
+1219352E
« 158954E
«80464%48E
+ 798661E
=4390188E
-+ 524496E
-+ 372856E
- T94628E
+187629E
v 308309E
«252699E
2+ 7T87936L
= 1084%41CE
= 2134 34E
- 194754E
- 778620E
+656336E
+159050E
+1596584E
« 766 T4 3E

BANDWIDTH

0
0
0
-1
-2
-1
-1
-1

-2

-1
-1
-1
-2
-1
-1
-1
-2
-2
-1
=1
-2

H(N/I+J)

«242000E
«218578E
+156720E
« 773368E
« TSU453E
-,356829L
'-450829E
-,312270E
-, 629190E
+ 1392584EF
«212529F
«160224E
«H54706E
=-.562891E
-.984428E
= T86541E
-,270827E
«192827¢
+« 38547 3E
«309835E
«114529E

226.625 HZ

-1
-2
-1
-1
-1
-2
-1
-1
-1
-2
=2
-2
-2

.2'

-2

-2
-2

D-27



FREQUENCY

FREQUENCY

(HERTZ)

0,000
12,100
24,200
36,300
48,400
60,500
72.600
84,700
96.800

108,900

121,000

133,100

145,200

157.300

169,400

181.500

193,600

205,700

217.800

229,900

242,000

2544100

266.200

278,300

290,400

302,500

314,600

326.700

338,800

350,900

363,000

375.100

387,200
399,300
411,400

423.500 .

435,600
447,700
459,800
471.900
484,000

RESPONSE ==

AMPLITUDE

(DB}

+ 039
-, 004
"039

014

«039

we 032

"0029
«070
=e295
'2.021
6,043
=13,653
=28.876
=41.612

'64.177'

~47.,916
‘55.243
'55.“95
=56,301
=58,041

=584109

'61.939
=59,998
-65.“30
'61 0863
“68,734
=63.,682
-720003
«65,495
'750“97
~67,328
'79.535
63,272
85,214
=71.337
=-96,882
~73,761
-92,987
‘761781
~85.166
-81,121
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APPENDIX E

USE OF THE SIMULATION PROGRAMS



APPENDIX E

USE OF THE SIMULATION PROGRAMS

This appendix contains program listings and detailed
instructions for use of the three simulation programs. The pro-
‘grams are listed in FORTRAN suitable for execution on the Data-
craft 6024/5 digital computer. Card decks, listings, and sample
runs in UNIVAC 1108-compatible FORTRAN have been delivered
separately.

General Remarks on Program Input

All input to the FDM/FM, NRZ/PSK, and SP/PSK Programs
are field-formatted and must contain decimals.

For each program, the TWT amplitude and phase data is

input on cards and must appear only once in a set of simulations.
The amplitude and phase data consists of two 151-entry tables of
normalized amplitude and phase characteristics corresponding to
input levels 0.0 through 1.50 at discrete intervals of 0.01.
Each table is contained on 16 cards using FORTRAN Format 10F8.4.
Note that the amplitude table is expressed as normalized output
voltage versus normalized input voltage, and the phase table 1is
expressed in degrees versus normalized input voltage.

The remainder of the required card input is dependent
on the program being run and is described below. The simulations
are time-scaled by a factor 106; thus data rates should be
entered in megabits per second, freguencies in MHz, and the PLL
gain (in the FDM/FM program) in MHz per volt. :

Input for FDM/FM Program

CARD 1
CC 1-10 Total number of samples for this
simulation.
CCl1-20 Number of samples to process prior to
or plotting. ‘
C021;30 Output options:

= 0., No plot desired.

1. Generates plot of Butterworth
bandpass PSK filter.



= 2, Plots Chebyshev lowpass TV filter
output.

= 3. Plots phase-lock loop output.

= 4, Intermediate print option
(Diagnostic).

Signal to noise ratio computations and bit error
probabilities are included w1th each output

selection.
CC31-40 Filter selection:
= 0. Bypass TV and PSK filters.
= 1. Pass PLL output through Butterworth
" PSK filter. 7
= 2., Pass PLL output'through Chebyshev
lowpass TV filter.
= 3. Pass PLL output through both PSK
and TV filters.
CC41-50 Plot scale factor. This field may be
left blank if plotting not reguested.
CC51-60 PLL gain in MHz/volt.

Data parameters on Card 2 are required by FUNCTION
SIGIN to generate samples of the complex envelope.
Both the analog and PSK signals may be flltered
prior to multiplexing.

CARD 2
CcC 1-10 PSK bit data rate of input signal Mb/s.
CCL1l1-20 Zero-peak dev1at10n of PSK input 51gnal
MHz,
CC21-30 Carrier amplitude.
CC31-40 Filter selection:

0. Do not filter input signal.

Il

1. Filter PSK signal with 4th order
- Butterworth bandpass filter.



= 2. Filter analog with 8th order
Chebyshev low pass filter.

3. Filter both incoming signals
prior to multiplexing.

CC41-50 Number of tones in analog signal (TV).

For each tone in analog signal, one Card 2A is
—p——— . »

required to define its frequency and zero-peak

deviation. If no tones are requested, Card 2A

must be omitted. The maximum number of tones

which may be specified is 15.

CARD 22
cC 1-10 Tone frequency, MHz.
CCl1-20 Zero-peak deviation in MHz.

Card 3 specifies the uplink noise and filter
selection required by FUNCTION TWTOUT to compute
the complex envelope of the TWT input.

CARD 3

cc 1-10 Uplink noise spectral density.
CCl1l1-20 Seven digit odd number.
CC21-30 Seven digit odd number.
CC31-40 TWT input filter selection:
0. = 400 MHz bandwidth filter at TWT
input.
1. = 225 MHz bandwidth filter at TWT
input.
2., = 88 MHz bandwidth filter at TWT
input. '

Card 4 inputs the downlink noise spectral density
regquired to compute the complex envelope of the IF
filter input (FUNCTION IFIN).



CARD 4

cc 1-10 Downlink noise spectral density.
ccl11-20 Seven digit odd number.
CcCc21-30 Seven digit odd number.

The last card specifies correlator delay, and print
interval of the evaluator module, SUBROUTINE EVAL,

which determines error probability of PSK signal
and signal-to-noise ratios of each of the tone
frequencies.

CARD 5
CC 1-10 Correlator delay, samples.
CCl1-20 Print option:
0. =. Suppress intermediate PSK corre-
lation results.
1. = Print correlation results.
Enter 0. if plotted output
requested or only bit error
computations desired.
CCc21-30 Correlation print interval, bits.

A typical input deck is illustrated in Figure E-1.
Cards 1 through 5 represent one simulation. Multiple simula-
tions using the same TWT amplitude and phase data are accomp-
lished by repeating cards 1-5., A listing of the program is
given below.
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Card 3

e T =
/

TWT AMPLITUDE AND PHASE DATA ‘ ”

Card 22

1st Simulation

Card 2

Card 1

FIGURE E-1. SAMPLE INPUT DECK FOR FDM/FM SIMULATION
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SIMULATION PROGRAM FOR FOM/FM SIGNAL

NAME FOMFRM

REAL IFQUT
DIMENSION NGRAPH(81)
COMMON AMPNL (151)PHNL (151

SYSTEM TEST POINTS MAINTAINED IN LABELLED COMMON

COMMON/QSIG/YMSGG« YMSG v AMP1SIGC+S16GSBRATE

COMMON/GTWT/ UNCyUNSyTINC+TINS+AINACUTPHOUT,TOUTCTOUTS
COMMON/QIFIN/ ONCONSCIFINSSIFIN

COMMON/RIFOUT/ YRWYI

COMMON/OXTRA/FREQC+FG(15) «NTONES

COMMON /LUNITS/ LDIJLULG

DATA JHLANK «JDOT JPLL/1H +1H, ¢1H*/

Lol
LDO

7
6

hou .

READ IN TwT AMPLITUDE AMND PHASE NONLINEARTTIES
CALL TWTSET

1 CONTINUE

SCAF=0.

READ(LDI +£666) DN DNHOLDWUNP «ONFILT+SCAFGALIN
666 FORMAT(B8F10.6)

N=DN

NHOLD = DNHOLD

NP =DNP

NFILT = ONFILT

PI = 3.,1415926536

TWOPIL 2e*P]

KOUNT o

ERNOM O

NCOUNT=0

WW=0,

i

O
Q.
0'
U
0.
0.
0.
G

C

>

n
HnH
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PAl
PAZ
@Al
QA2
GB1
QHe
Gct
eC2
ob1
@h2
DO 8 I=1+8

8 NGRAPH(I}=JBLANK
TRI=2.*P1
YP=0.
Al=0.9892541406
A2=0,191029274%GAIN
A3=0.,161771133xGAIN
T=10/2000
PSI=0. .
THETA=IFOUT(=1)
WRITE(LDO,6503) GAIN

oCcCcoooCc OO
* 8 & & 2 P e % s @
SO0 oooC oo o

L LA L 1 A R £ 1 A 1|

603 FORMAT (20X+*'PLL GAIN ='"4+F9.3+¢/)

IF(NFILT.EQ«1.0R,NFILT, EQ.3) WRITE(LOO+604)
IF(NFILT.EQ.2.0R,NFILT,EQ.3) WRITE(LDO.605)

604 FORMAT (20X *BANDPASS DEMUX FILTER AT B.5 HZv/)
605 FORMAT (20X« *LOWPASS DEMUX FILTER'/)

CALL EVAL{O+UNC+UNS+DNCDNSERWY (VD1 KOUNT)
IF((NP.NELO) e AND (NP NE-4)) WRITE{LDO.602)

602 FURMATII3X vy *PLLY 46X+ *PLLY 44X, "B=PASS*+ XX+ 'L-PASS* ¢/

FIX*TIME'B7XERROR*IX*OUTPUT *3X*OUTPUT *3IX'OUTPUT * /)
DO 100 NN=1+N

OBTAIN PHASE OF IF FILTER OUTPUT
THETA=LFOQUT (NN)

PHASE=LOCKED LOOP ROUTINE
ER = THETA - PSI + ERNOM

REDUCE LOOP E£RROR MODULO 2%PI AND COUNT POPS
IF(ABS(ER)JLELPI) GO TO 10
IF(ER.GEL.PIYERNOM = ERNOM =~ TWOPI
IF(ER.LELPI)ERNOM = ERNOM + TWOPI
ER = THETA = PSI + ERNGM
KOUNT = KOUNT + 1

10 X = SIN(ER)
YSAL*YP=A2xXP+AZ*X

XP=X

Yp=Y
PSI=PSL+T*Y
YPSK= Y
YTONES = ¥



R}

[ N A ]

11

12

VA = J18439293E+01 * VAl

1

1

1

1

1

1

1

1

IF {NFILT.EQ,2) GO TO 12
IF(NFILT.EQ.0) GO TO 20

8,5 12 DEMUX FILTER (CLNTERED AT 8.26 HZ}
4TH ORUER BANDPASS RUTTERWORTH FILTERs 4HZ BANDWIDTH

UA=Y

L)

LOUULHOBIE+N0 * VA2 + ,5958%5995€-01
* (UA - UA2) '

V3 = +19210063E+01 * Y1
*{VA = VA2) :

VC = J180679959E+01 * VYC1 = .88267400E+00 * VvC2 + .58030448£-01
¥ (VB =VB2) .

VD = L184B4391E+401 * Vil

«96344355E+00*% VA2 + L61097219E-01

,90128712E+00 % VD2 + .SR97B208E~01

x(VC = VC2Y¥
UAZ2 = UAl
UAL = UA
VA2 = VAl
VAl = VA
VB2 = vB1
VBl = VB
V€2 = vC1
vCl = vC
vbhg = vbl
vl = VU
YPSK = VD

IF{(NFILT.NEL.3) GO TO 2y

TV DEMUX FILTER

8TII ORDER CHERYSHEV LOWPASS FILTER WITH 4,2 HZ BANDWIDTH

PAZY

QA = 0.19710976E+01 * QAL - 0.98858BU3FE+00 *x QA2
+ D U43727169E=02 * (PA + PAL + PA1l + PA2)

03 = 0.19551096F+01 * GB1 - 0,96780426F+00 * QB2
+0,31736721F~02 * (@A + QA1 + BA1 + QA2}

QC = 0.19460172E+401 % gC1 - 0,95212002€+00 * QC2

+ 0,15256969E=-02 * (B + QB1 + 4GB1 + GB2)
QU = 0419422053E+01 % @D1 - 0.94369894E+00 *x QD2

+ 0.37339903E-03 * (QC + QC1 + QC1 + QAC2)
Fa2 = PAl
PA1 = PA
QA2 = @Al
@Al = GA
G2 = WBi1
QBl1 = GB
GC2 = QC1
QCcl = QC
QD2 = 6Dl
QD1 = QU
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YTORES = QD

20 CONTINUE
IF (NNJLE.NHOLU) GO TQ 100
IF(NP.t@.0) GO TO 100
IF(NP.EG@.4) GO TO 80

SELECTIVE FILTER PLOT QUTPRUT

IF(NP.ER.1) ZZ
IF{NP.EG.2) 27
IF(NP.EQ,3) 722
NZ=Z2
IF (NZ.GT,81) NZ=81
IF (NZ.LT,1) NZ=1
NGRAPH(41)=JDOT
NGRAPHINZ ) =JPLL
WRITE(LDO+&601Y NN+NGRAPHWER 1Y+ YPSKsYTONES
601 FORMAT(IS+BLA1+2Xe4F 9.4}
NGRAPH(NZ y =JBLANK
G0 TO 100 _
80 WRITE(LDO+999) NNeYMSGGE1YMSG4SIGC+SIGS+TINCoTINS«AINSAQUT «PHOUT
1 TOUTC+TOUTS+CIFINWSIFINsYReYI+THETAERY WD -
999 FORMAT (I6+9F12.6+/+5X410F12.6)
100 CALL EVAL{NN+UNC+UNS+DNC«DONS+ER+YPSK+YTONES s KOUNT)
CALL EVAL (=1 UNC+UNSyDNC +DNS+ER+YPSK«YTONESKOUNT)
GO TO 1
END

SCAF®YPSK + 41.5
SCAFxYTUNES + 41,5
SCAF*Y + 41,5

i u

READ TWT INPUT AMPLITUDE AND PHASL
SUBROUTINE TWTSET

COMMON AMPNL (151)+PHNL (151)
COMMON /LUNITS/ LDIWLDO

READILOIZ701) AMPNL

READ(LLIL701) PHNL
701 FORMAT (10F8.4%)

RETURN

END

SUBROUTINE EVAL(NN-UNC-UNS.UNCoDNSvER.Y.YF-KOUNT)

COMMON/G@SIG/YMSGGsYMSG+AMP+51+5S2+BRATE
COMMON/GXTRA/FREGR«FR{15) +NTONES
COMMON /LUNITS/ LDI.LDOC

DIMENSION NBIT(&3)



LR

667

63 HIT PN ULATA SEQUENCE

DATA NBIT/ 1welelalalsdle=le~le=la=1le=141s=Te~1a=3r=191+1,
F =le=1w=19lv=1ols=la=T4leltlela=lelo=le=le=Tololelo~Te=141s"10=1y

% 1le=telale=1sl9lslo=1elelr=1l¢=191¢la=19le~1sle~=1/

IF(NN.,EQ.O} GO TO 3
IFINNJGT NSKIP)Y GO TO 3
IF{NN,LT,0) GO TO 2
RETURN

PONC=0,

PUNS=0.

PUNC=0.

PUNS=0+

ERSQA=0.

PYF=0.

PYFC=0.

PYFS=0.

NBITS = 0

NERR 0

IBIT &0

CORR 0.

T=1./200,

TBIT=1./BRATE

TIiME=~T

READ(LDI667) DNSKIPDNP«DIPRNT
FORMAT(8F1045) '
NSKIP = DNSKIP

. NP = DNP

603

IPRINT = DIPRNT

FCOR =FQ(1)

IF(INTONES.EQ.0) FCOR=FKEQQ

XD = 6£.2831853072%T
DEL=XD*FQ{1)

DELPSK=XD*FRERG

WRITE(LDO+603) NSKIP
FORMAT(20x+ *CORRELATOR DELAY =
IF (NPNE.D)Y WRITE (Li0+600)

*,I5"

SAMPLES*//)

600 FORMATI/«10Xe*TIME*OX'QERSO y4X'POPS'3X'BITS ERRS?

1

FLIX«"QYF '+ 10X+ *QYFCORY /)
RETURN

PONC=PONC+DNC*DNC
PONS=POUNS+DNS*DNS
PUNC=PUNC+UNCxUNC
PUNS=PUNS+UNS=UNS
ERSO=ERSO+ER*ER
PYF=PYF+YF*YF

NDEL = NN=NSKIP
XNORM=1./FLOAT{NDEL)
X=DELPSK*FLOAT(NDEL)
CORR = CORR + Y*SIN(X}*T
IFINTONES,LE.Q) GO TO 20
TME=FLOAT (NN)*=DEL



C=COS(TME}
S=SIN{TME)
PYFC=PYFC+YFx*(
PYFS=PYFS+YF*%S
20 TIME=TIME+T
IF(TIME LT.TBITIRETURN
TIME = TIME - TBIT
MEBIT = 1
IF{CORR.LT.0) MBIT = =1
IBIT = IBIT + 1
IF(IRIT.GT.63) IBIT=1
IF(MBIT  JNEJNBIT(IRIT)) MNERR=NERR+1
‘NBITS=nNBITS+1
CORR=0.
IF{(NP.NE,1) RETURN
IF(IPRINT,EG.0) GO TO 2
IF(MODINBITS yIPRINTY.NEL,0) RETURN

2 GDNC=PONC*XNORM

GQDNS=PONS*XNORM

QUNC=PUNC % XNORNM

QUNS=PUNS* XNORM

QERSG=ERSQ*XNORM

QYF=PYF*XNORM

QYFCOR= 2.*XNORM*XNORM*(PYFE*PYFC+PYFS*PYFS)
IF(NNLNE.-1)
SWRITE(LDO+601INNBERSQ KOUNT +NBITS, NERR.@YF QYFCOR

601 FORMAT(9X+110+2X s F12.4+¢3(2XvI5)102(2XsF14%.4})

IF(NN.GT.0) RETURN

4 ACTNUP=0.5% (QUNC+QUNS) /400,
ACTNDN=0,.5* (QDNC+QONS) /400,
ACTIF=ACTNDN*35,*1,026
RMSER=SQRT(GERS®)
PENONSSQOYF-QYFCOR
SNRFDB = =99,99 ,
IF{PFNONS.LE.0.0) SNRFNB = 999.99
IF((QYFCORWNE«De) s AND+ (SNRFUB.LT.0.)) SNRFDB =
110.*ALOG1G{QYFCOR/PFNONS} :
" ERR = NERR
RITS=NSITS
PE=ERR/BITS
WRITE(LDO602)ACTNUP yACTNDNACTIF 4RMSER
602 FORMAT (//+25Xs'ACTUAL UPLINK NOISE SPECTRAL DENSITY =t,E13,6,//
& 25Xs'ACTUAL DOWNLINK NOISE SPECTRAL DENSITY =*+El13.64//
$ 25X+'ACTUAL NOISE POWER IN IF ='4El3.64//
$ 25X+ 'PLL RMS PHASE ERROR =t+F8.44/)
IF(NTONES  NE,0) WRITE(LDO+609) FCOR. SNRFDB
409 FORMAT(25X+*SIGNAL POWER MEASURED AT *F7.3+° HZ' 7/
4 25X «'DEMUX FILTER OUTPUT SNR ='+F6.2+"' DB"+/)
WRITE(LDO+610) NBITSPL
610 FORMAT (25X *ERROR PROBABILITY AFTER *.I5.° BITS: *4E12.6) N
RETURN ' '
END

E-11
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600

COMPLEX FUNCTION SIGIMN(I)

COMPLEX SIG

COMMON/QSIG/YMSGG YMSG ¢ AMP v STG+BRATE
COMMON/QXTRA/FREQQ«FREQ(15) NTONES
CUOMMON /LUNITS/ LDI«LODO

DIMENSION DEV(15)«DEL(15)NBIT(63)

63 BIT PN DATA SEQUENCL

DATA NBIT/ 1+141¢19141y=1s=1y=Te=39s=142s=1v=1¢=1v-141,41,
$ =1s=19=1als=2sle=1e=1slalolslo=islomdis~le~=1 1!1'1!'10-1'11'11-11
3 19=14143s=T91lalade=10lsde=ty=lolsle-1alem1sde=1/

IF {1.67,0} GC TO 1
TWOPI = 6.2851853072
YINT=0

FREWG = 8.5
T=1./400,

IBIT = 61

DTV 0.

val 0.

VA2 = D,

UAl 0.

UAZ D

VBl 0.

VB2 0.

VvC1l Oe

VCce (13

VO=0.
vol= U
vuz
PAl
PA2
GAl
Qap2
Q81
QB2
acl
eC2
01
Qb2
YMSG =
YMSGG =

0o

BB s nn

[ I o B R e R oo i v Y o Y

0 e L] - - L ] - L] » [ ] - -

oo

OO0 OO0 o

[ ]

PSK/FM DATA
READILUI600) BRATEDEGVAMPDTYPE«DTONES
MTYPE = DTYPE
NTONES = DTONES
FORMAT(8F10,5)
NFLAG = NTYPE +1
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AMP10O0=100.%AMP
WRITE(LDO+601) FREQUBRATEDEVV
601 FORMAT(LIHL«//+20Xs"MULTIPLEX PSK=-TONE FM SIGNAL*+//»
$20X+ "SUBCARRIER FREQUENCY ='+FT+3+" HZ"«/
$20X "DATA RATE =*+F7,3,' BITS PER SECOND'./
20Xy YZERD=-PEAK DEVIATION ='+F7.3+% HZY)
IF(NTYPE.EQ.1,0R.NTYPE,.EQ.3) WRITE{LDO+607)
607 FORMAT{(20X+'BANDPASS FILTER (4 HZ PASSRAND)*)
' DELL = TWOPI*FREQR*T
TIME==T
SIGN = TWOPI*DEVY
MULTIPLEX TONE DATA
IF{NTONES.EQ.,0) GO TO &5
WRITE(LDCO+604)
604 FORMAT(/+.20X*TONE NUMBER*SX'TONE FREQUENCY*SX.,
$5X« ' 2ZERC-PEAK DEVIATIGN') i
605 FORMAT(24X «I2+13X+F8.3+414X+F8,3)
CO 5 K=1+NTONES
READ(LUI +600) FREQ(K) +EVIK)
WRITE(LDO«605) K«FREQ{K) +DEV (K)
DEV{K) = TWOPI*DEVIK)
5 DEL(K)} = TWOPI * FREQ{K) =* T
55 TBIT=1.,/BRATE
IF{NTYPEEQ@.3.0RNTYPE,EQ.2) WRITE(LDD608)
608 FORMAT(20X«'LOWPASS FILTER (4.2 HZ CUTOFF) ')
WRITE(LDO+606) AMPL0O
606 FORMAT{(/20X+'CARRIER ANPLITUDE = 'F7.2+" PERCENT OF SATURATING VAL
SUE") :
SIGIN=CHMPLX{AMP+0,4)
RETURN

1 FLOATI = FLOAT(I)
ZH=YMSGH
Z3=YMSG
X=DELL*FLOQAT]
TIMEZTIME+T
IF (TIME.LT.TBIT}Y GO TO 2
TIME=TIME=-TBIT
IBIT = IBIT + 1
IF{IBIT.GT.63) IBIT = 1
2 YMSG6G = SIGN*NBIT(IBIT)*SIN(X)
UA = YMSGG
Z22=YMSGH6

GO TO (200+100+200+4200}) «NFLAG

14107AUGTH 4TH ORDEK BANOPASS BUTTERWORTH FILTER
FREQC = 4HZe.+ FREQO = 8,26HZ.y FREGS = 4#00HZ,

100 VA = ,19454935E+01 * VAL -~ .97129095E+00 * VA2 + ,30772486FE-01
1 *x (UA = UAZ)
Vi = L19707495E+01 * VR -~ J98143707E+00% VB2 +  ,31050632F=-01
1 *(VA = YA2)
VC = «19190234E+01 * V({1 = .93870344E+00 * VC2 + ,30308505¢~-01

E-13
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200

10

1

1

¥ (VE =Vi2)
VD = L19353782E4+401 * VU1 =~ 948940328400 * VD2 +

x[VC - VC2)
UA2 = UAl
UAT = UA
VA2 = VAL
VAl = VA
VB2 = VBl
VBl = vB
ycz2 .= vCi
vcl = vC
vDbe = vD1
¥Dl = vD
Z22=VD
Zu=vi2
¥YMSG=0.

DO 10 K=1 .NTONES
X=FLOATI*DEL (K)

YMSG = YMSG + COS(X) % DEV(K)
PA = YMSG :
Z1=YMSG

GO TO (1000+1000+3004300)+NFLAG

212829MAYTH 8TH ORDER CHERYSHEV LOWPASS FILTER
FREQC = 4,2 HZ+.sy FREQAS = 400 HZ,

300 QA = 0.198987%1E401 * Al = 0.99426523F+00 % QA2

1000

1

1

1

1

+ 0.10975364E-02 * (PA + PAL + PAL1 + PAZ2)

QB = 0.19805498E+01 * nBl -~ 0.98375002£+00 % QB2
+0,80004320E~03 * (QA + QA1 + QA1 + RA2Z)

GC = 0.19742253E+01 * (1 = 0.97576796E+00 * QC2
+ 0.38565702E=-03 * (@B + GR1 + @B1 + QB2)

.30517427FE-01

QD = 0419710921E+401 % bl - 0.971470126+00 * QD2

+ D,94504691FE-04 * (nC + AC1 + GC1 + GC2}
Paz2 = PA1
PAL = PA
Qa2 = WAl
QA1 = WA
@Bz = @Bl
RBl1 = QB
OC2 = QC1i
GCl1 = C
Qb2 = Wbl
G011 = Qb
21=qDb
Z23=00p

DTV = DTV + ,5 * T *(Z1+22+Z23+24)
SIG=AMP*CEXP(CMPLX(D.+DTV))
SIGIN=SIG

RETURN

E-14
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END

GENERATE COMPLEX ENVELOPE OF TWT OUTPUY
COMPLEX FUNCTION TWTOUT(1)

COMPLEX TWTIN.SIGIN.EPHASE(151)

COMPLEX TOUT+R+R14R24R3,RUR5RE+R7T+REWRIWR104R1 R12|R13|R14-
H H15.R1lé6

COMMON AMP (151) +PHASE(151)

COMMON/QTWT/ XCoXS+TWTINSTAMP +F 16« TOUT

COMMON /LUNITS/ LDI.LDO

DIMENSION C225(9).C88(9)

DATA C225,L88/.6050¢.294555,=,0892072,~-,0474876,,0531323,

] -.00273821“.0196636..0081951-.0028632..2495..2198051.145547o
4 0614483, .,0003447,-,0244838,-.0214247,+-.0087023,-,0000747/

IF (1.,6T.,0) GO TO 1
TWTIN=SIGIN(I}

R = CMPLX{0«+0.)
Ri= CMPLX(D4+04)

R2 = CMPLX(0,4404)
R5 = CMPLX(‘J:'Ul)
Ry = CHMPLX(0.sC)
R = CMPLX{0++04)
Re = CMPLX(0,+¢04)
R? = CMPLX(0.0D.’
RB8 = CMPLX{(D.+04)
R = CMPLX(0a.4+04)

R10= CMPLX(0.+04)
Ril= CMPLX(D+10.)
Ri2= CMPLX(04404)
R13= CMPLX(0.+04)
qu: CMPLX(0,e0e)
R15= CMPLX{0D,404)
Rl1e= CMPLX{04+04)
ATN=REAL{TWTIN)
INGEX=IFIX{100.%AIN)+1
ACUT=AMP ( INDEX)
A100=100.%xA0UT
READ(LUI«600) UNOISEUI+UJsUNFTWT
ISTART = LI
JSTART = UJ
NFTWT = UNFTWT

600 FORMAT(8F10.5)

IF (NFTWTEQ,0) NBWIN = 400
IF(NFTWT,EQ.1) NBWIN = 225
IF(NFTWT.EQ.2) NBWIN = 88

WRITE(LDO+601) UNDISEs ISTART+JSTARTNBWINyA100
601 FORMAT (/20X 'UPLINK NOISE SPECTRAL DENSITY =*4E13.64/
$20X s "UPLINK NOISE SEEDS:I®+I8+194//
$20X ¢ *TWT INPUT BANDWIDTH = "I+t HZ'e// E-15



$20X s "NUMINAL OUTPUT AMPLITUUE ='+F7.,2+* PERCENT OF SATURATION®,/)
CC = 3.1415926536/180,

DO 10 N=1+151

EPHASE(NI=CEXP{CMPLX{0.,+CCHPHASE (N}

ALPHAZ400 , *UNDISE

ALPHA=SQRT (ALPHA)

IFINFTWT.EQ.0) RETURN

IF(NFTWT.EG,1) GO TO 131
Co = €88(1)

Cl = C8B8(2)
Cz2 = cB8(3)
C3 = CBB(4)
C4 = CBB(D)
Cs = Cs8(8)
Ce = Cas(7)
C7 = C88(8)
Ca = C88(9)
RETURN

Cg = Cc225(1)
Cl1 = £225(2)
€2 = C225(3)
C3 = C22514)
Cih = Ca2519)
CS5 = C225(&)
Ce = C225(7)
C7 = C225(8)
C8 = C225(9)
RETURN

XC=ALPHAXRNG (ISTART)

XS=ALPHAXRNG (JSTART)

TWTINSSIGIN(I)+CMPLY (X(C+XS)

IF{NFTWT,EG,0) GO TO 2

K = TWIIN

TWTIN = CB*(R+R16) + C7*(R1+R15) + CH*x(R2+R14) + CH*(R3+R13) +
§ CU*(R4+R12) + C3*%(RS+K11) + C2%(RE+R10) + C1l*(R7+R9) + CO0%*R8

R16 = R15
R15=R1l4
R14=R13
K13=R1l2
R12=R11
R11=R10
R10=R9
R9=K8
R8=R7
R7=R6
R&=RS
R5=RY4
R4=R3
R3=Rk2
R2=R1
Ri=R
E-1l6
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2 TAMP=CABS{TWTIN)
INDEX=IFIX(100.*TAMP)+1
IF (INUEX,.6T.151) INDEX=151
F=AMP (INDEX)
G=PHASE ( INDEX)
TOUTZF*TWTIN#EPHASE CINDIEX) /TAMP
TWTOUT=TOUT
RETURN
END

GEMERATE COMPLEX ENVELOPE OF 1F FILTER INPUT
COMPLEX FUNCTION IFIN(T)

COMPLEX TWTOUT

COMPLEX IFFF
COMMON/QIFIN/ XC+XS+IFFF
COMMON /LUNITS/ LDI.LEO

IF (I.6T.0) GO 70 1
IFINSTWTOUT(I) :
READ(LDI 600) ONOISE D140
600 FORMAT(8F10.5)
ISTART = DI
JSTART = DJ
WRITE (LDO+601) DNOISE«ISTART+JSTART
601 FORMAT (20X, *DOWNLINK NOISE SPECTRAL LENSITY
$20X+ 'DOWNLINK NOISE SELDSI'+I841I94/)
ALPHA=4D00,*DNCISE
ALPHA=SGRT (ALPHA)
RETURN

1 XC=ALPHA*RNG(ISTART) -
XS=ALPHA*RNG (JSTART)
IFFF=TWTOUT(I}+CMPLX{XC+ XS}
IFINzIFFF
RETURN
END

GENERATE PHASE OF IF FILTER OUTPUT
REAL FUNCTION IFOUTI(I)
COMPLEX XA+XA1sXA2+YAsYAL+YA2+YR,YB1+YB2
COMPLEX IFIN
COMMON/QIFOUT/ YR.YI
COMMON /LUNITS/ LDIWLDO

IF (1.6T.0) GO 7O 1

=S'WE13.64/



PI = 3.1415926536
FREQS = 400,

TS = 1./FREQGS
TWOPI = 2.%*PI

IKAD = 0

IPREV = 1

XAl = CMPLX(0.0,0.0)
XA2 = CMPLX{U,U0+04,0)
YAL = CMPLX{0.0+0.0)
YA2 = CMPLX({0.0+040)
Yl = CMPLX{0+.0+0.0)
YHZ = CHMPLX{(U.04s0,0)

XA=IFINCI)
WRITE(LDOD G0G0)
600 FORMAT (20X+'IF BANDWI{ITH = 35 HZ',/)
NF=z=«1 ’
RETURN

C THIS ROUTINE IS EXECUTED TWICE PER CALL
1 II=2x%x{1-1)
2 11=II+1
NF=NF+1 -

OBTAIN COMPLEX ENVELOPE QF IF FILTER INPUT‘

oo

XA=IFINCIL)
LOWPASS VERSION OF IF FILTER

L 222T24MAYTY 4TH ORDER BUTTERWORTH LOWPASS.FILTER
FREGC = 17.9 HZss» FREQS = 400 HZ.

OO0 mM

YA = 0.17H37749E+401 *x YAl - 0,81179839£+00 * YA2
1+0.17005865E=-01 * (XA + XAl + XAl + XA2?) '
YB = 0415389702E+01 * YB1 - 0.,59900437E+00 x vYB2
140.,15008558E-01 * (YA + YAl + YAL + YA2)

XA2 XAL.

XAl XA

YA2 YAl

YAL YA

Yize Y81

Y81 Yo

YR = REAL{YB)

YI = AIMAG(YB)

H U H N

C COMPUTE ANGLE OF OUTPUT, INCLUDING MULTIPLES OF 2%PI

IF{YR oiE s 0.0 «AND. YI NE. 0.0) GO TOD 7
RAD = 0.0

IFUIPRELY +EQ. -1} IRAD=IRAD+1

IFLAG = 1

GO TO 15

7 IF{YR .NE, 0,0) GO TO &
RAD = 0.0
=18
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10

12

11

13
14
15

GO TO 9

HAD=ATANIABS(YI/YR))

IFLAG =

IF({YR «GE.
IF{YR «GE.
IFIYR .LE.
RAD = HAD + PI

IFLAG =
Gp TO 13
RAD = PI
IFLAG =
GO TO 13

RAD = TWOPI

IFLAG =

IF{IFLAG + IFREV)

LAND, YI JGE. 0,0) GO TO 13
.AMO. YI LLE. 0,0) GO 7O 11
LAND. YI +GE. 0.0).60 TO0 12

RAD

15414415

IRAD = IRADC + IFLAG

IPREV =

RAD = RAD + FLOAT(IRAD) * TWOPI

IFOUT=RAD
IF (NF.EQ.0)

NF=-1
RETURN
END

GO TO 2

GEMERATE A PSEUDOGAUSSIAN RANDOM NUMBER

10

FUNCTION RNG({ISEED)

Z2=0.

DO 10 I=1.12
ISEECD=%4099*ISEED
IF (ISEED.LE.O)

WW=ISEED

WW=WW*1,192093E~

2=Z+UW
RNG=Z=6,
RETURN
END

ISEED=ISEEN+8388607+1
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Input for NRZ-L and SplitQPhase PSK Programs

The amplitude and phase tables precede the following

cards.
CARD 1

CC 1-10

CCl1-20

CC21-30

CC31-40

CC41-50
CARD 2

cC 1-10

CC11-20

CC21-30
CARD 3

cc 1-10

CCll-20

CC21-30
CARD 4

cCc 1-10

CCl1-20

CC21-30

Total number of samples for the
simulation,

Number of samples to process prior to
printing.

Output optibn:
= 0, No plot desired.

1. Plots IF filter output.

= 2. Intermediate print (Diagnostic).

_Correlator phase angle, degrees.

‘plot scale factor.

PSK bit data rate, Mb/s.

-Carrier amplitude,

RF phase angle, degrees.

Uplink noise spectral density.
Seven digit odd number.

Seven digit odd number.

Downlink noise spectral density.
Seven digit odd number.

Seven digit odd number.



Multiple simulations are made by repeating Cards 1
through 4, as illustrated by the sample input deck of Figure E-2.
Listing of the programs are given in subsequent pages.



tAAiC!

/.19E-3  5247801. 7777777.
/ .86E-3 1313131, 1717171.
/100. .435 0.
10045. 0. 0. 20. O.

€

Card 4

Card 3

./ .79E-3 5247801. 7777177.
/.43E-3 1313131. 1717171.
/100. .435 0.

10045. 0. 0. 20. 0.

Card 2

ith Simulation

Card 1

Card 4

Card 3

Card 2

lst Simulation

Card 1

TWT AMPLITUDE AND PHASE DATA !I

FIGURE E-2. SAMPLE INPUT DECK FOR NRZ-L PSK SIMULATICN
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SIMULATION PROGKAM FOR NRZ/PSK SIGNAL

NAME NRZPSK

CUMPLEX SIG«IFIN

comMman LUNITS/Z LDILLDO

COMPLEX Y

COMPLEX 214011RvR10R21R51R“GR5'R60R7'R31R91R10!R111R12|R131R141
i R15QR160R17|R181H19|R209R21¢R22vHES.R?HQR251R261R27vR28|R29|
H R3D1Rél|H321R53'R341R351R561R37|H380R390R40
FaUIVALENCE (Z(l)le)t(Z(Q)1R2)1(Z(3)|R3)|(Z(4}‘R“|1
iZ(5]'R5)vl2(6)1R6)|[2(7)1R7’0(2(8)!RR)1(2(9)|R91|(Z(10)‘R10)|
(Z(llllel)1(2[12)'R12)1(2(13]sR13)o(7(1“,1R14)|(Z(15)1R151v
iZ(lB)tRlG?o(le?)oRl?)1(2(18)1R15)!(7(19‘:R19)v‘2f20]0ﬁ20)9
(2121,1R21)|l2(22}0R29)|(1(23)|R231g(Z(24)1R24)0(Z(2531R25}v
i (2(26)vR26)|(Z(ZT)!RZ?)Q(Z(RB).REB)!(7(29)1R29)|(Z(301|R30)g
1(Z(51)1H31)t(Z(32)|R32)v(2(33)1R33)v(2{34)|R34)1(Z(35)|R35)|
1(2(36)vH56)a(1(37)0R37}o(Zl38)1R38)1(Z(39)0R39)'(Z{40)(RHU]
DIMENSION NGKAFPH{B81)

DIMENSLION NBIT(63)

-

SYSTEM TEST POINTS MAINTAINED IN LABELLED COMMON

COMMON AMPNL(151)4PHNL(151)

COMMON/QTWT / UNCuUNScTINCqTINSvAINqAOUT.PHDUT:TUUTCwTOUTS
COMMON/RIFIN/ DNCOMS CIFINSSIFIN

COMMON /6SIG/ AMP+BRATL 1 RFRADSIG

COEFFICIENTS FOR 225 Hz IF FILTER

DATA CU-Cl|C2|ﬁ31C41C5|C6'C71C8vC9cC1UtCll!ClQ|C13|C14|C151C16.
B C17+.C1l8.C19,C20 / 0242e-21ﬂ573v-156720'.7793685-1!.754453E'2t
H '-556629&'1|-QQBOBEQE'IQ‘0312270E'1".629190E-2!013925QE”1!

1 .212529E‘11.160224E-1.-454706E'02|'-5628915-21-.9344285-20
H --786ﬁ41E'20—-270827E-21-192827E-2|{385473E-2!o309855E-2v
H ,114529E=-2/ : ‘ :

&5 BIT PN OATA SEQUENCE

DATA NBIT/ 111|1|1ll'lv-lo-1c'11'10'11]"1!'1!'11'10111!

% ‘1(“1!‘1911'1!1!'10'1vlolll11!'1!1!‘1!'1!‘101!1v1!'1'-1’11'11*11

] 11'1v191|“1010111|-11111!“lc-lllcll—lllv-lvlq'l/
DATA JHLANK, JDOT. JPLL/1H t1H, ¢+ 1H*/ ‘

LNl
LDO

7
& ~

READ IN TWT AMPLITUDE AND PHASE NOMLINEARITIES

CALL TWTSET
PL = 3.1415926536 |
TWOPI = 2.%P1 - E-23



gl

T=1.,/71000.
00 8 I=1.81
8 NGRAPH(I)=JBLANK

1 CONTINUEL .

READ(LUl «v666) DMsDNHOLDY+UNP+PHASEWFSCALE

666 FORMAT(5F10.5)
M = DN
NHOLD = DNHOLD
NP = DNP
MHA=NHOLD+1
R=CMPLX(0.+0,)
DO 5 J=1.+40

5 Z(JI=CHMPLX(0.4+04)

R=IFIN(~=1)
WRITE(LDO+602) PHASE ‘

602 FORMAT{20X+"CORRELATOR PHASE ANGLE = *4wF7,3+* DEGREES'//})
PHASE=FHASE*TWOF1/360,
PSUM=0.
IBIT=0"
PE=0.
NERR=0
I8ITS=0
TAIT=1./BRATE
TIME==T

DO 100 ANN=1,.N
R=IFIN(NN)

FILTER RECEIVED SIGNAL

Y = C20*%* (R+RUD)I+CI19%x (R1+R39)+C1B*(R2+R3IBI+C17* (RI+RIT)+C1E6% {RU+
R36)1+C15%x(RO+R3D)I+L 144 (R6+RB3GY+C13*(RT7+R33)+C12*(RB+R32)+
Cllx(R9+R31)+C10*{R10+R30)+
CO9¥ (R11+4R29}14CA*{R1Z2+R28)1+CT* (R1IJ+R2T7)I+CHXx(RIH+R26)+CH5*(R15+R25)+
CUx(R16+R24)1+C3% (R1T7+R23)+C2*(R18+R221+C1%(R19+R21)1+C0*xR20

s

R40=R39
K39=R38
R38=R37
H37=R36
R36=R35
R35=R34
R3Y4=R35
R33=R32
R32=R31
R31=R30
R30=R29
K2%S=R28
R28=R27
R27=R28&
R26=R2%
R25=R24
K24=R23
Rg3=R22
E-24



oNeNa

OO

ReezRel
R21=R20
R20=R19
R19=R18 -
R18=R17
R17=R16
R16 = HR1%
R15=R14
R14=R13
R13=RK12
R12=R11
R11=R10
R10=R9
R9=R8
RB=RT
R7=R6&6
R6=RS
RH=RY
RG=R3
R3=ik2
R2=R1
R1=R

MULTIPLY BY LOCAL OSCILLATOR

YR=REAL(Y)
YI=AIMAG(Y)
THETA=YR*COS(PHASE) +YI«SIM(PHASE)

WAIT 40 SAMPLES TO ACCOUNT FOR FILTER DELAY

IFINNL.LE.40) 60 TO 50
TIME=TIME+Y

INTEGRATE UVER ONE BIT INTERVAL

PSUM=PSUM+THETA
IF(TIME.LT.TBIT) GO TO 50

MAKE BIT DECISION

TIME=TIME-TBIT
IHITS=1BITS+]
IBIT=IBIT+1
IF(IBIT.GT«63) IBIT =1
MBIT=1

IF(PSUMLT.0}1 MBIT=-1

COMPARE WITH KNOWN DATa SEWQUENCE
IF(MBEITNELNBIT(IBIT)) NERR=NERR+1
PSUM=0.

IF{NN,LEJNHGLD) GO TO 100
IF (NP.NEL1) GO TO 8¢
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PLOT IF FILTER QUTPUT

NZ=FSCALE*THETA + 41.5
IF (NZ.GT.81) NZzZ=81
IF (NZ.LT.1) NZ=1
NGRAPH(41)=JDOT
NGRAPHI{NZ }=JPL L
WRITE(LDO+601}) NNWNGRAPH.THETA
601 FORMAT (I9+81A1+45X+3F10.5)
NGRAPH(NZ)=JBLANK
A0 CONTINUE
IF (NPJ.NE.2) GO TO 100
IF(NNJEQGJNH) WRITE(LRC.S01)
501 FORFATU(//a4X e "N 27X e ' THETA'TX *AMP *OX " k%% SI6 ***'9X'TINC'7X TINS?
3 TXYAQUT'EX 4 "PHOUT "X ' TOUTC'AX'TOUTS /)
WRITE(LDO+S500) NN«THETA«AMP SIGvTINCcTTNS;ADUT:PHOUTvTﬂUTC TOUTS

500 FORMAT{IX+I5,10F11,.5)

100 CONTINUE

TERR=NERR
TeITS=4BITS
IF(IBITS.NE.0) PE=TERR/THITS
WRITE(LDO1610) IBITS.PE '

610 FORMATU(//4+25X+*ERROR PROBABILITY AFTER *+I6+¢* BITS I'.,E12.6)
GO TO 1
EWND

READ TwT INPUT AMPLITUDE AND PHASE

SUBROUTINE TWTSET

COMMON AMPNL {151) «PHNL(151)
COMMON /LUNITS/ LDIWLDO

READ(LDI701) AMPNL

KEAD(LDI 701} PHNL
701 FORMAT (10F8,.4%)

RETURN

END

GENERATE COMPLEX ENVELOPE OF IF FILTER INPUT
COMPLEX FUNCTION IFIN{I)}
COMPLEX TWTOUT
COMPLEX IFFF
COMMON/QIFIN/ XCoXSaIFFF
COMMON /LUNITS/ LDILLDOD
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IF (1.5T.0) GO TO 1
IFIN=TWTOUT (1)
READ(LUI1600) DNOISE DI ¢UJ
600 FORMAT(5F10.,5)
ISTART = DI
JSTART = DJ
WRITE(LDO+601) DNOISEISTART,JSTART
601 FOKMAT (20X 'DOWNLINK NOISE SPECTRAL DENSITY =*¢E13.64/
$20X+ *DOWNLINK NOTISE SEEDS:TI8419,/)
ALPHAZ1000 . xNOISE
ALPHA=SGRT (ALPHA)
RETURN

1 XC=ALPHAX*RNG{ISTART)
XS=ALPHA*RNG{JSTART )
IFFF“TWTDUT(I)+CMPLX(XL x8)
IFIN=IFFF
RETURN
END

GENERATE COMPLEX ENVELOPE OF TWT QUTPUTY
COMPLEX FUNCTION TWTOUT (1)

COMPLEX SIGIMN

COMPLEX TWTINWEPHASE(151)

COMPLEX TOUT+RaR14R21R3+RH+RS4RAIRTIRBIRF¢R1I0+H114R124R134R14,
# R154R16,R17,R18,R19,R20,R21+R22+R23+R2H+R254R261K27+R28+R29,

H RB0WRILIRI24RIZ RS54 +R3I54REGRIT+RE38+R394RUNZ(40)

COMMON AMP(151)PHASE(1%1) N
COMMON/GTWT/ XCaXSeTWTINSTAMP«F«GTOUT AN
COMMON /LUNITSY LDI«LDG

EQUIVALENCE (Z(1)+R1J)+(Z(2)4R 2)1(2(31'R3lo(?{4)|R4)1 _
1 {2(5)|H5)v(£(6)-Rb)v(/(7]|R7)n(Z(B)vRB}v(Z(9)0R9l|(2110]qR10).
1T (ZU11)yR1I1Y 4 {20121 +R12) 4 {Z2(13)+R13)+{7{14)+RI14)+(Z(15)¢R1B)

L (2016} 2R1BI (2017 4R17)2{Z(18)+RIBI{Z119)4R1F)4{(Z(20)R201)

1 (Z{21)1aR21) 4 (Z2(22)2R22) 4 {Z(DP3)2R23Y 2 (Z2(24Y4R2UH) «{Z2(25)+R25)

1 (212611 R26) {2127 2R27I2(Z(28)2R2BI+(Z(29)4R29)+{2(30)R30}
1(ZU31)sR31I 0 (Z(32)4RBZI (21331 +RIBV (Z2(34)4RB3U) e (Z(35)+R35)
L{Z436)eR36)I 2 (ZIBT)IaRITIVIZISBY+R3BI(Z2(39)4R39)4(Z(40)4RYD)
DATA CUWCL14C24C31CL2CH4CHECTCBeCI4C10+CL1+C12:C13+C144C15¢C16,
# C17+C1B84C194C20 7/ J2424.21858784,156720+.779368E+1,.754453E~2,
I = o 356829 =1 4= 460829E~1,-4312270E-14=.629190E=2,.,139254FE-1,

v 212529f -14+,160224F 1 ,4.454706E-02+-.5A2891FE-2+=,984428E-2,
~e TBEHHIE =24y =o270827E~241419282TE=24+.3B5U4T73E»244309835F=2,
1145292/

—-

=+ o™

IF {1.,6T.D}Y GO TO 1
TWTINZSIGIN(L)
RzCHMPLX{0+s+0,)

Do 5 J=1+40

E=-27
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600

601

10

ZUJI=CHMPLX(0.404)

AINZREAL{TWTLIM)

INDEX=IFIX(LUD®ATN)+1

AQUT=AMP ( INDE X))

A10N=100,%A0UT

READ(LUI v600)UNCGISE sUT LU

FURMAT(3F10.5)

ISTART = UI

JSTART = UJ

WRITE{LDO+601) UNOISE ZISTART JSTARTA1IND

FORMAT (/20X "UPLINK NULSE SPECTRAL DENSITY ='+E13,64/
$20X s "UPLINK NOISE SEEOS:*vTI84194//
$20X+*TWT INPUT BANUDWIDTH = 225 HZt4// .
$20X ¢« "NOMINAL OQUTPUT AMPLITUDE ='F7.2,' PERCENT OF SATURATION®,/)
CC = 3,1415926536/180,

00 10 N=1.151

EPHASE(N)=CEXP(CMPLX {0, CC*PHASE(N)}))
ALPHA=1000,*UNOISE

ALPHA=SART ( ALPHA)

RETURN

XC=ALPHA*RNG(ISTART)
XS=ALPHA*RNG(JSTART) ‘
TWTIN=SIGIN(I) + CMPLX(XC+XS)
R=TWTIN

TWTINZC20% (R+RUDI+C19% (R1+R39)+C18%«(R2+4R38)+CI1T7*(RI+RI7I+C16* (R4 +
R3G)I+CLIS*¥(RO+RIBI+C14* (HHE+RIUI+CL13*{RT+RIT)+C12% (RA+R32) +
Cl1»(RO+R31)+C10%(R10+KR30)+ '

CI9* (R11+R29)+CB%(R1P+R2BI+CTH{RL1I+R27I+CHE* (R1U+R2H6)I+CH* (R15+R25) +
C4% (R16+RZUH)+CIx (R1IT+R231+C2*%{R1B8+R22)+C1%x(R19+R21}+C0%R20

s

Ry0=R39
R39=R 38
R3B=R37
R37=R36
R36=R35
RA%=R 34
R3Y4=R33
K33z=R32
R32=R31
R31=R3u
R30=Re¥Y
R29=R28
R2E=R27
R27=R26
R26=R25
R25=R24
H24=R25%
R23=R22
Re2=R21
R21=R20
R20=R19
H19=R18
K18=K17

E-28
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R17=R1lé
Rle = R15
R15=R1%
R14=R13
R13=R12
R12=H11
R11=K1l0
K10=R9
R9=RA
RB=R7
R7=R6
R6E=RS
Ry=Ry
R4y=R3
R3=R2
R2=R1
Ri=R

TAMP=CABS (TWTIN)
INDEX=IFIX(100.*TAMP ) +1

IF (INUEX.GT.151) INDEX=151
F=AMP { INDEX)

6=PHASE ( INDEX)
TOUT=F*TWTIN*EPHASE (INDEX) / TAMP
TWTOUT=TOUT '

RETURN

END

GENERATE CUMPLEX ENVELGPE OF NRZ-L PSK SIGNAL
COMPLEX FUNCYIOMN SIGINC(I)

COMPLEX SIG+S1.SIGIN

COMMON /GSIG/AMPWBRATE (RFRAD,SIG

COMMON /LUNITS/ LDI«LDO

DIMENSION NBIT(63)

DATA NBIT/ 1elelsdlelely=lo=1e=le~lo=lela=le=Tv=1v-1s141,

$ =1y=1o=1els=3els=2e-1ylaldlaledle=lele=lo=Tn=Lsdlelelo=-1y=14le=1y-1,
$ ly=~lelsle=1elvlele=1s1l0lir=~1la=dalele=ledlo=lole=1/

IFLI.GT.0) GO TO 10

K=1

TWORI=6,2831653072

T=1./1000.

TIME = -T

READ(LUI +600) BRATEAMP «RFPHSE
FORMAT(3F10.5)

AMP100=AMP*100.

TBIT=1./BRATE

RFRAD = RFPHSE * TWOPL / 360.
SI=CEXP(CMPLX (04 RFRAD))*CMPLX(AMP+0.) -
SIGIN=CMPLX(AMP 04



gl e

WRITE(LODYE01) BRATE +AMPL10OG«RFPHSE
501 FUOHMATO1HI«//+20X+"HIGH KATE NRZ PSK SIGNAL'+//
120X+ "0OATA RATE = '4F7.3+' RITS PER SECOND'4/
120X+ *CARRIER AMPLITUDE = *wF7.2+' PERCENT OF SATURATING
1/+20X s *RF PHASE ANGLF = *+F7.3+' DEGREES')
RETURN ,

10 TIME = TIME + T
IF(TIME.LT.TBITY GO TO 30
TIME=TIME-TBIT
K=K+1
IF(K.GT 63 )K=K=63

30 SIG=S5I*NBIT(K)

SIGIN=SIG
RETURN
EnND

GENERATE A PSEUDOGAUSSIAN RANLOM NUMBER
FUNCTION RNG{ISEED)

Z2=0,
0O 10 I=1.12
ISEFD=4099%ISEED .
IF (ISEED.LE.0)} ISEFEO=-ISEEU+B838B607+1
. WW=ISEED
Wi=llW%1l,192093E =7
10 Z=Z+uWW
RNG=Z =6,
RETURN
LD

VALUE®",
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SIMULATION PROGRAM FOR SPLIT-PHASE PSk SIGNAL

NAME SPPSK

COMPLEX SIG«IFIN

COMPLEX Y

COMPLEX Z{(40)1+sR4R14HR2+R3+RH+ROS4REWRT«RP+RIG+R10+R11+R12+R13+R14,
 RIDsR1IEWR1IT4RIByRIGIRZ0KE1+R22¢R2I+RPUsR254R2E61R2TIR2B1R2D
H RID+RILIRZ32+R3ZvRIG 1IR3 RI64RIT e H3IBIRATRY
EQUIVALENCE (Z{1)eR1) 4 (Z12) v R2Y 0 (Z13YREVS(Z (U RY) s

(Z(DY*RB)I v (Z(B)WREI v (ZUT)aRTIV (Z(B)vRAY S (Z(9) 2RIV v (Z(10)+R1D),
(ZU11) e R1I1D 4 (ZC12)4R12) 4 (Z113)WvR13) e (Z(14)4R1H)4(Z2(15)4R15),
(ZI16) yR16)V(ZULTI4RL7I+(Z{18)4R1BI 4 (7{19)+R19)+(Z(20)+R20)
(Z2(21)3R21)1 0 (Z(22) ¢R2214(Z(23)4R23)V+(Z{2U4) sR24 I+ {Z(25)+R25) 4
1 (Z{26)sR26Y (2127 +R2T7I+{Z212B)4R2BY+(7(29) «R29)+{Z(303+R3D)
1(2(51)0R31)o(2(32)!R32)1(2(33)'R33)!(2(34)vR34)1(2(35)vR35)1
1(2(56)1R56)!(2(37)!H%?)t(Z(ﬁB}eR38)o(Z(39)!R39)|(2‘40}1R40)
DIMENSION NGRAPH({B81)

DIMENSLION NBIT{(63)

P et ek

SYSTEM TEST POINTS MAINTAINED IN LABELLFE COMMON

COMMON AMPNL (151)+PHNL(151)

COMMON/ZQTWT/ UNCyUNS+TINC«TIMS«AIN+«AOUT PHOUT, TOUTC,TOUTS
COMMON/QIFIN/ DNCsONS«CIFINSSIFIN

COMMON /QSIG/ AMP+BRATE +RFRAD+SIG

COMMON /LUNITS/ LDIWLDO

COEFFICIENTS FOR A8 HZ IF FILTER

DATA CO+CLlsC2+C34CH4C5,Co4C74CB4CI9CI0vCL1+C124C1341C144C15.C16,

% C1l7+C18+C19.C20 / +0998,.0978266+.0920746+.0830285,,0714349,
$ +0582189+.0443845,.0309087+.018646+¢.82524TE~2+4137890E=3,
$=eO048ITE-24+-4890396E~24=,102239E=1 4=, 9U4462E=2+~,856989FE =2,

$ =ebB0235E =24~ 4YBUTIE=2+~4255823E=24=,104153F~2,~,298784F -4/

C3=BIT PN DATA SEQUENCE

DATA NBIT/ 19111'1'1!1!'11 11“1!“1!'1!10"11—1!'11*1'1 1.

B =1v=1+=11ls=10da=le=1slelelsdls=19sly=14=19~2vlsly ly=14=1414=14=-1,
$ lo=lelelo=1alalale=1wlela=1ly~1el4lo=3ele~lele=1/

DATA JBLANK JDOT+JPLL/IH +1H,s1Hx%x/

7
6

LDI
L.GO

READ IN TWwT AMPLITUDE AND PHASE NONLINEARITIES

CALL TWYSET

PI = 3.1415926536
TWOPI = 2.*PI
T=1./1000.

E-31



DU 8 I=1,81
8 NGRAPHI(I)=JBLANK

1 CONTINUE
READ(LUI+666) UON+DNHOL[2DNFP +PHASE «FSCALE
666 FORMATISF1U.5) .

N = DN
NHOLD = DNHOLD
NP = DNP

NH=NHOLO+1

Rz=CMPLX(0.+0,)

DO S J=1440

5 Z(JI=CMPLX(0a.+04)

R=IFIN(=1}

WRITE(LUO+602) PHASE '
602 FORMAT{(20X« *CORRELATOR PHASE ANGLE = *,F7,.,34+' DEGREES'//)

PHASE=PHASE*TWOPI /360,

PSUM=0.

IBIT=0

PE=0,

NERR=0

IBITS=0

TBIT=1./BRATL

T2=,5*TBIT

KSIGN=1 .

TIME=-T . ' /

00 100 NN=14.N

R=IFIN(NN)

FILTER RECEIVED SIGNAL

Y = C20%{R+RY0Q)+C19%{R1+R39)+C18*(R2+RIB)+CLT7T*{R3+R3T7)+CLE* (R4 +
1 R36)+C15%{RI+RIDI+C1Ux (RE+RBLI+C1I3*(RT+R33)+C12*(RB+R32)+
1 C11x(R9+R31)+CL0*(R10+R30)+
1 C9*%(R11+R29)+CB*(R12+R28)+CT7*(R13+R27)1+C6*(R14+R26)+C5% (R15+R25) +
1 C4x(R16+R24}+C3% (R17+R231+C2%(R18+R22)1+C1¥(R19+R21)+COxR20

R4y0=R39
R39=R38
R38=R37
R37=R36
R36=H35
R35=R34
R34=R33
R33=R32
R32=R31
R31=R30
R30=R29
R29=R28
R28=R27
R27=H2b
R26=R25
R25=R24
K2y=R23
R23=R22
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R22=R21
R21=R20D
R20=R19
R19=R18
K18=R17
R17=R1ié
R16 = R1%
K15=K14
R14=R1%
R13=R12
R12=R11
R11=R10
K10=R9
R9=R8
R8=R7
R7=RE
Re=R5
R5=R4
Ry=R3
R3=R2
R2=R1
R1=R

MULTIPLY BY LOCAL OSCILLATOR

YR=REALA{Y)
YI=AIMAG(Y)
THETA=YR*COS(PHASE)Y+YI*SIN{PHASE)

WAIT 40 SAMPLES TO ACCOUNT FOR FILTER DELAY

IF{(NN.LE.40) 60 TO 50
TIME=TIME+T

SPLIT=-PHASE INTEG?ATE OVER ONE BIT INTERVAL

IF(TIMELGE.T2) KSIGN==-1
PSUM=PSUM+THETA*KSIGN
IF(TIME.LT.TBIT) GO TO 50

MAKE BIT DECISION

TIME=TIME-TBIT
IRITS=1iBITS+1
IBITRIBIT+1
IFIIBIT.GT.63) IBIT =1
MBIT=1

IF(PSUM.LT.0) MBIT=-1

COMPARE WITH KNOWN DATA SEGUENCE

IF(MBIT.NE.NBIT(IBIT)) NERR=NERR+1
PSUM=0.
KSIGN=1

50 IF(NN,LE,NHOLD) §0 TO 100 F-33



Do

o000

IF (NP.NEWL1) GO TO 80
PLOT IF FILTER OUTPUT

NZ=FSCALE*THETA + 41.5
IF (NZ.GT.81) NZ=81
IF (NZ.LT.1) NZ=1
NGRAPH{41)=400T
NGRAPH(NZ } =JPLL
WRITE(LDO+601) NN+NGRAPHTHETA
601 FORMAT (I9481AL 85X 3F10.%)
NGRAPH (NZ)=JBLANK
B0 CONTINUE
IF (NP.NE.2) 60 TO 100
IF(NNJEB.NH) WRITE(LDO.501)
501 FORMAT(//¢4X e *N* ¢ 7Xa "THETATTX ' AMPYOX Y2 %% SIG *k*x*9X*TINC*7X'TINS®
$ TXTAQUT'6X+ *PHOUT*6X'TOUTC"6X*TOUTS*//)
WRITE(LDO+500) NN+THETAAMP+SIG+TINC+TINS AOUT +PHOUT +»TOUTC«TOUTS
500 FORMAT(1X+15,10F11.5}
100 CONTINUE

TERR=NERR
TBITS=IBITS
IF{IBITS.NE.O}) PE=TERR/TEITS
WRITE(LDO+610) IBITS.PE
610 FORMAT(//425x+"ERROR PROBABILITY AFTER *4I64' BITS :'4F12.6)
GO TO 1
END

READ TWT INPUT AMPLITUDE AND PHASE
SUBROUTINE TWTSET

COMMON AMPNL (1511 +PHMNL (151}
COMMON /LUNITS/ LDI+LDO

READ(LDI«701) AMPNL

READ{LUI,701) PHNL
701 FORMAT (10F8.4)

RETURN

END

GENERATE COMPLEX ENVELOPE OF 1F FILTER INPUT
COMPLEX FUNCTION IFIN(I)

COMPLEX TWTOUT
COMPLEX IFFF
COMMON/QIFIN/ XCoeXS+IFFF
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OO0

6500

&01

COMMON /LUNITS/ LDIWLDO

IF {1.67.0) GO TO 1

IFIN=TWTOUT(I)

READ(LUIZ600) ONOISE.DI DJ
FURMAT(5FX0,5)

ISTART = DI

JSTART = DJ

WRITE(LUC+601) DNOISE.ISTART,JSTART
FORMAT (20X.'DOWNLINK NOISE SPECTRAL DENSITY =t+£13.61+/
$20X « "DUWNLINK NOISE SEEDSI'+IB+I9./)
ALPHA=1000.*DNOISE

ALPHA=SGRT(ALPHA)

RETURN

XC=ALPHA*RNG ( ISTART)
XS=ALPHAXKNG (JSTART)
IFFF=TWTOUT (1)+CMPLX (XC 1 XS)
IFIN=IFFF

RETURN

END

GENERATE COMPLEX ENVELOPE OF TWT OUTPUT

COMPLEX FUNCTION TWTOUT(1}

COMPLEX SIGIN

COMPLEX TWTINJEPHASE(151)

COMPLEX TOUT RsR1¢R24R3+RE+R54RE+R7vRB+RIsR10+R11+R124R13+R14,
# R15+R16+R17+R1IBIR1IZ+RP0+R21+R22+R23+R2H+R254+R26+1R2T7+R28+R29,
# R3D+RI1+RI2+RI3+RIG RIS RI6WRITIRIBIRITIRY4DZ(H0)
COMMON AMP (151) +«PHASE(151)
COMMON/QTWT/ XCoyXSaTWTIN«TAMP«F«G2TOUT
COMMON /LUNITS/ LDIALDO
EQUIVALENCE (Z(1)«R1)2v(Z(2VsR2V e {Z{3) 2RI+ (Z(4)+RU)

(Z(S)sRBYS (Z(B)eRE) 2w (Z(T)YaRTIL{Z{BYRRY W (Z(F)sRO)+(2(10)+R10),
{(Z011)+R1ILLG(Z(12)4R12) 4 (2(13)2R13Dw(Z2(14)+RIH4)I(Z(15)4R15),
{Z2(16)+RIGI Vv (Z{1T7)+R1IT7 I+ (Z118)+R1IB)+{72{19)+R19)(Z(20)+R2D)
{Z2021)¢R21 )4 (Z(22)4R221+41Z123)V4R23)14{Z(2U)4R24) 4 (Z(25)4R25),
(Z(26)R26Y+ LZ(2T7)+R27)+ (Z{28)+R2814(7(29)+R29)4(2(30)R30)
1CZU31) 4R3I+ (ZU32)4R32V+(Z(33) R334 (Z(3H}4RIUI 4 (Z(35) 4R35}
102036 sR3I6V {2137V eRATI(Z{38B)4sRIBIV(Z(IFIRIVI(Z(UD)YRY0) -
DATA CDWCLaC2+L34CH4CHCHCTCBICI4CI02C114C124C134C14+C15.C15,
$ C1l74+C18.C19,C20 /2998, .,09782664,09207464.0830285,,0714349,

[ s

F 20582189, .,0443845,4,0309087+.018646+482524TE=24,137890FE=3

$=+554897E -2+ =~,890396E~2+~,102239C=1+v=-,9944L462F~24+~,856989E=2+
$ =eBB0235F -2 ¢~ H4BUTIE=24 255823 =2+-.1041530-2,~-,298784E=-4/

IF (I,6T.G) GO TO 1
TWTIN=SIGIN{I}
R=CMPLX({04+0.)

DO 5 J=1.40



5 ZGJ)I=CMPLAIO04+04)

600

AINZREAL{TWTIN)

INDEX=1IFIX(100.*ATN)+1

AQUT=AMP {INDEX)

A100=100,.*A0UT

READ(LUL+G&00YUNOISEUI UJ

FOKMAT({3F10.5)}

ISTART = UI

JSETART = UJ :

WRITE(LDD y601) UNOLSE W ISTARTWJSTART«AL100

601 FORMAT (/20X,.*UPLINK NOLSE SPECTRAL DENSITY ='4E£13.64/

10

%

20X+ 'UPLINK NOISE SEEDSI*vIB,I9//

$20X 'TWT INPUT BANDWIDTH = 88 HZ',.//
$20Xs "NOMINAL QUTPUT AMPLITUDE =*,F7.2,' PERCENT OF SATURATION',/)

Pt ek et

CC = 3.1415926536/180.

DG 10 N=1+151 :
EPHASE(N)=CEXP(CMPLX (0, CC*PHASE(N)))
ALPHA=1000.*UNOISE

ALPHA=SQKT(ALPHA)

RETURN

XC=ALPHAXRNG(ISTART)
XS=ALPHAXRNG (JSTART)
TWTIN=SIGINII) + CMPLX{XC+XS)
R=TWTTIN

TWTIN=C20* (R+R40)1+C19% (R1+R39)+C18* (R2+R3BI+C1T*(R3+RB37)+C16*(RY+
R3IBEI+CLI5* (RO+RB5I+C14* (RE+RIG)+C13% (R7+R33)+C12*% (RB+R32)+
Cl1*(R9+R31)+C10* (R10+R30)+
CI9*¥(R11+R29}+CB*(R12+R28)+C7*(R13+4R27)V+CH6*(R14+R26)+C5%x (R15+R25) +
Cix(R16+R24)+C3*(R17+R23)+C2% (R18+R22)V+C1*{R12+R211+CO0%R20

R40=R3%9
R39=R38
R3B=R37
R37=R3e
R36=R35
R35=R34
R34=R33
R33=R32
R32=R31
KR31=R30
R30=R29
R29=R28
R28=R27
R27=R26&
R26=R25
R25=R24
R24=R23
R23=R22
Raz2=R21
R21=R20
R20=R19
R19=R18
R18=R17



600

KRi17T=R1é&
Rie = K15
H15=H14
R14=R13
R13=R1z2
R12=R11
R11=2R10
H16=R9
R9=RA
R&=R7
R7=KHé
R6=RS
R5=RY
R4=R3
R3=R2
Re=R1
R1=R

TAMP=CABS{TWTIN)
INCEX=IFIX{100.*TAMP)+1

IF (INUEX.G6T.151) INDEX=151
F=AMP (INDEX)

G=PHASE (INDEX)
TOUT=F*TWTIN#EPHASE{INGEX) /TAMP
TWTOUT=TOUT

RETURN

END

GENERATE COMPLEX ENVELOPE OF SPLIT~-PHASE PSK SIGNAL
COMPLEX FUNCTION SIGIN(I)

COMPLEX SIG.SI«SIGIN

COMMON /GQSIG/AMP«BRATE (RFRAD,SIG

COMMON /ZLUNITS/ LDISLDO

DIMENSION NBIT(63) '

DATA NBIT/ l1eleloelalale=1o=lo=1u=ly=l9l9=1u=19=19=1vl4ly

$ ~le=1lv=lale=1evlo=ly=1lelelolelo=lslo=du~1e=1elelelo=1l9s=141sv=14=1,
$ le=lslolo=lelelelo=delolo=lo=1slslo=2s4ls=lyle~1/

IF(I.GT.0) GO TO 1C

K=1

TWOPI=6,2831853072

T=zi1./71000,

TIME = ~T

READ(LDI+600) BRATE+AMPsRFFHSE
FORMAT({3F10,5)
AVP10OO=AMP%x10Q00G.,

TBIT=1./BRATL

T2=,5%TBIT

M=NBIT{K)}

RFRAD = RFPHSE * TwWOPI / 360,
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OO0

SI=CEXP(CMPLX(D« +RFRAD) ) *CMPLX(AMP 0.
SIGIN=CMPLX (AMP+y0.)
WRITE({LDO.601) BRATE AMP1G0.RFPHSE
601 FORMAT(1H1e// 20Xy *"HIGH HATE SPLIT PHASE PSK SIGNAL'+//,
120X *0OATA RATE = "+F7.3+* BITS PER SECOND'+/
120X+ *CARRIER AMPLITUDE = *+F7.2+%' PERCENT OF SATURATING
1/+20%X ¢ "RF PHASE ANGLE = *+.F7,3+* DEGREES'Y)
RETURN

10 TIME=STIME+T
IF(TIME.GE.T2) M=~NBIT(K)
IF(TIME.LT.TBIT) 6O TO 40
TIME=TIME-TBIT
K=K+1 )
IF(KeGTW63) K=1
M=NBIT{K)

30 SIG = M=SI
SIGIN=SIG
RETURN
END

GENERATE A PSEUDOGAUSSIAN RANDOM NUMBER
FUNMCTTIOM RNG{ISEED)

Z=0.
Do 10 I=1.12
ISEEC=4099*%ISTED
IF (ISLtED.LE.O) ISEED=ISEED+B388607+1
WW=ISEED
WhW=WiWxl,.192093E~7
10 Z2=7Z+WW
RNG=2Z2=6.
RETURN
END

VALUE"*,



